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## H I G H L I G H T S

- Design of the system of fifth order Emden-Fowler equations is presented using the basic structure of standard Emden-Fowler equations.
- The four types of the designed system of fifth order Emden-Fowler equations are also discussed in detail.
- The verification of the designed model is justified by solving the designed equations using variational iteration scheme.
- The singular points and the shape factors are discussed for all four cases of the designed model.
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#### Abstract

The aim of the present study is to design a new fifth order system of Emden-Fowler equations and related four types of the model. The standard second order form of the Emden-Fowler has been used to obtain the new model. The shape factor that appear more than one time discussed in detail for every case of the designed model. The singularity at $\eta=0$ at one point or multiple points is also discussed at each type of the model. For validation and correctness of the new designed model, one example of each type based on system of fifth order Emden-Fowler equations are provided and numerical solutions of the designed equations of each type have been obtained by using variational iteration scheme. The comparison of the exact results and present numerical outcomes for solving one problem of each type is presented to check the accuracy of the designed model.
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The singular study for the researcher has achieved much importance due to the variety of applications in science, engineering and technology. The singular models are considered very interesting and sometimes become complex due to the singularity at the origin. Several singular models have different nature and vast importance exist in the literature. One of the historical and famous model is Emden-Fowler model (EFM). The research community worked to solve this historic and famous model using numerical and analytical techniques since its invention. The EFM has numerous applications in the study of fluid dynamics,

[^0]relativistic mechanics, population growth, system of pattern creation and chemical reactor study. The general mathematical form of the second order EFM is given as [1-5]:
$\frac{\mathrm{d}^{2} y}{\mathrm{~d} \eta^{2}}+\frac{k}{\eta} \frac{\mathrm{~d} y}{\mathrm{~d} \eta}+f(\eta) g(y)=0$,
$y(0)=\xi$,
$\frac{\mathrm{d} y(0)}{\mathrm{d} \eta}=0$.
The value of $k \geq 1$ and it represents the shape factor. The above EFM becomes Lane-Emden (LE) model by fixing the value of $f(\eta)=1$, mathematically written as:
$\frac{\mathrm{d}^{2} y}{\mathrm{~d} \eta^{2}}+\frac{k}{\eta} \frac{\mathrm{~d} y}{\mathrm{~d} \eta}+g(y)=0$,
$y(0)=\xi$,
$\frac{\mathrm{d} y(0)}{\mathrm{d} \eta}=0$.
The above LE model is also singular model and has been achieved from the pioneer work of Homer Lane and Robert Emden. The LE model designates the self-gravitating gas clouds system, inner construction of polytropic stars, radiative cooling, and cluster galaxies. One can understand the importance of the singular models that have huge applications in the area of physical sciences [6], density profile of gaseous star [7], dusty fluid models [8], reactions based on catalytic diffusion [9], sublinear neutral term [10], catalytic diffusion reactions [9], electromagnetic theory [11], classical and quantum mechanics [12], mathematical physics [13], oscillating magnetic systems [14], stellar structure models [15], morphogenesis [16], and isotropic continuous media [17].

All the time the singular models were very challengeable and difficult to solve due to the involvement of singularity. There are very few existing techniques are available in literature to tackle these singular models. Only a few methods have been applied to solve such typical and stiff nature models. Some mentioned methods are Adomian decomposition scheme proposed by Shawagfeh [18] in their different works to handle the problem of singularity. Li and Rogovchenko [19] solved higher order sublinear Emden-Fowler delay differential equation. Parand and Razzaghi [20] applied a well-known numerical scheme to solve singular equations. Liao [21] used an analytic scheme to solve such singular models. Bender et al. [22] suggested a perturbative technique to handle the problem of singularity. Nouh [23] practiced to solve singular models using two schemes power series and Pade approximation. Some more detail of the singular models are given in Refs. [24-29].

The aim of the present study is to design of new model based on a fifth order system of Emden-Fowler equations along with four types. One example of the designed model has been presented and numerical experimentations have been performed by using variational iteration (VI) method. The system model for more than two variables can be extended to any form of equations. For solving the singular problems using the ordinary differential equations is much important and has many major applications in engineering and scientific applications, e.g., theory of boundary layer, reactant application in the area of chemical reactor, optimization and control theory, and network flow in the field of biology.

In this study, four different types are given based on the fifth order system of EFM. The construction of the system of fifth order EFM along with the shape factor and singular points for each type is also discussed. The initial conditions of the designed new model are achieved using the sense of standard LEM. To derive the fifth order system of Emden-Fowler equations, the mathematical form is used as:
$\eta^{-k} \frac{\mathrm{~d}^{\alpha}}{\mathrm{d} \eta^{\alpha}}\left(\eta^{k} \frac{\mathrm{~d}^{\beta}}{\mathrm{d} \eta^{\beta}}\right) P+g_{1}(\eta) f_{1}(P, Q)=0$,
$\eta^{-k} \frac{\mathrm{~d}^{\alpha}}{\mathrm{d} \eta^{\alpha}}\left(\eta^{k} \frac{\mathrm{~d}^{\beta}}{\mathrm{d} \eta^{\beta}}\right) Q+g_{2}(\eta) f_{2}(P, Q)=0$,
where the value of $k$ is real and positive, $g_{1}(\eta)$ and $g_{2}(\eta)$ are
given functions, $f_{1}(P, Q)$ and $f_{2}(P, Q)$ are the linear/nonlinear functions of $P$ and $Q$. In order to find the system of fifth order differential equations, $\alpha$ and $\beta$ values should be proposed as:
$\alpha+\beta=5, \alpha, \beta \geq 1$.
That makes the following four possibilities as:
$\alpha=4, \beta=1$,
$\alpha=3, \beta=2$,
$\alpha=2, \beta=3$,
$\alpha=1, \beta=4$.

## Type 1

Equation (3) using $\alpha=4, \beta=1$, becomes as:
$\eta^{-k_{1}} \frac{\mathrm{~d}^{4}}{\mathrm{~d} \eta^{4}}\left(\eta^{k_{1}} \frac{\mathrm{~d}}{\mathrm{~d} \eta}\right) P+g_{1}(\eta) f_{1}(P, Q)=0$,
$\eta^{-k_{2}} \frac{\mathrm{~d}^{4}}{\mathrm{~d} \eta^{4}}\left(\eta^{k_{2}} \frac{\mathrm{~d}}{\mathrm{~d} \eta}\right) Q+g_{2}(\eta) f_{2}(P, Q)=0$.
Solving the derivative:

$$
\begin{align*}
& \frac{\mathrm{d}^{4}}{\mathrm{~d} \eta^{4}}\left(\eta^{k_{1}} \frac{\mathrm{~d}}{\mathrm{~d} \eta}\right) P=\eta^{k_{1}} \frac{\mathrm{~d}^{5} P}{\mathrm{~d} \eta^{5}}+4 k_{1} \eta^{k_{1}-1} \frac{\mathrm{~d}^{4} P}{\mathrm{~d} \eta^{4}}+6 k_{1}\left(k_{1}-1\right) \eta^{k_{1}-2} \\
& \quad \times \frac{\mathrm{d}^{3} P}{\mathrm{~d} \eta^{3}}+4 k_{1}\left(k_{1}-1\right)\left(k_{1}-2\right) \eta^{k_{1}-3} \frac{\mathrm{~d}^{2} P}{\mathrm{~d} \eta^{2}}+k_{1}\left(k_{1}-1\right)\left(k_{1}-2\right) \\
& \quad \times\left(k_{1}-3\right) \eta^{k_{1}-4} \frac{\mathrm{~d} P}{\mathrm{~d} \eta} \\
& \frac{\mathrm{~d}^{4}}{\mathrm{~d} \eta^{4}}\left(\eta^{k_{2}} \frac{\mathrm{~d}}{\mathrm{~d} \eta}\right) Q=\eta^{k_{2}} \frac{\mathrm{~d}^{5} Q}{\mathrm{~d} \eta^{5}}+4 k_{2} \eta^{k_{2}-1} \frac{\mathrm{~d}^{4} Q}{\mathrm{~d} \eta^{4}}+6 k_{2}\left(k_{2}-1\right) \eta^{k_{2}-2} \\
& \quad \times \frac{\mathrm{d}^{3} Q}{\mathrm{~d} \eta^{3}}+4 k_{2}\left(k_{2}-1\right)\left(k_{2}-2\right) \eta^{k-3} \frac{\mathrm{~d}^{2} Q}{\mathrm{~d} \eta^{2}}+k_{2}\left(k_{2}-1\right)\left(k_{2}-2\right) \\
& \quad \times\left(k_{2}-3\right) \eta^{k_{2}-4} \frac{\mathrm{~d} Q}{\mathrm{~d} \eta} \tag{10}
\end{align*}
$$

By solving all the steps of Eq. (9) using Eq. (10). The simple form of the designed model based on the fifth order system of EFM becomes as:

$$
\begin{align*}
& \frac{\mathrm{d}^{5} P}{\mathrm{~d} \eta^{5}}+\frac{4 k_{1}}{\eta} \frac{\mathrm{~d}^{4} P}{\mathrm{~d} \eta^{4}}+\frac{6 k_{1}\left(k_{1}-1\right)}{\eta^{2}} \frac{\mathrm{~d}^{3} P}{\mathrm{~d} \eta^{3}}+\frac{4 k_{1}\left(k_{1}-1\right)\left(k_{1}-2\right)}{\eta^{3}} \frac{\mathrm{~d}^{2} P}{\mathrm{~d} \eta^{2}} \\
& \quad+\frac{k_{1}\left(k_{1}-1\right)\left(k_{1}-2\right)\left(k_{1}-3\right)}{\eta^{4}} \frac{\mathrm{~d} P}{\mathrm{~d} \eta}+g_{1}(\eta) f_{1}(P, Q)=0 \\
& \frac{\mathrm{~d}^{5} Q}{\mathrm{~d} \eta^{5}}+\frac{4 k_{2}}{\eta} \frac{\mathrm{~d}^{4} Q}{\mathrm{~d} \eta^{4}}+\frac{6 k_{2}\left(k_{2}-1\right)}{\eta^{2}} \frac{\mathrm{~d}^{3} Q}{\mathrm{~d} \eta^{3}}+\frac{4 k_{2}\left(k_{2}-1\right)\left(k_{2}-2\right)}{\eta^{3}} \frac{\mathrm{~d}^{2} Q}{\mathrm{~d} \eta^{2}} \\
& \quad+\frac{k_{2}\left(k_{1}-1\right)\left(k_{2}-2\right)\left(k_{2}-3\right)}{\eta^{4}} \frac{\mathrm{~d} Q}{\mathrm{~d} \eta}+g_{2}(\eta) f_{2}(P, Q)=0 \tag{11}
\end{align*}
$$

The initial conditions of the system (11) are written as:

$$
\begin{aligned}
& P(0)=A, \frac{\mathrm{~d} P(0)}{\mathrm{d} \eta}=0, \frac{\mathrm{~d}^{2} P(0)}{\mathrm{d} \eta^{2}}=0, \frac{\mathrm{~d}^{3} P(0)}{\mathrm{d} \eta^{3}}=0, \frac{\mathrm{~d}^{4} P(0)}{\mathrm{d} \eta^{4}}=0, \\
& Q(0)=A, \frac{\mathrm{~d} Q(0)}{\mathrm{d} \eta}=0, \frac{\mathrm{~d}^{2} Q(0)}{\mathrm{d} \eta^{2}}=0, \frac{\mathrm{~d}^{3} Q(0)}{\mathrm{d} \eta^{3}}=0, \frac{\mathrm{~d}^{4} Q(0)}{\mathrm{d} \eta^{4}}=0 .
\end{aligned}
$$

The singularity at $\eta=0$ appears four times for both $P(\eta)$ and $Q(\eta)$, respectively. The shape factor is noticed $4 k_{1}, 6 k_{1}\left(k_{1}-1\right)$, $4 k_{1}\left(k_{1}-1\right)\left(k_{1}-2\right)$, and $k_{1}\left(k_{1}-1\right)\left(k_{1}-2\right)\left(k_{1}-3\right)$ for $P(\eta)$, while for $Q(\eta)$ the shape factors are $4 k_{2}, 6 k_{2}\left(k_{2}-1\right), 4 k_{2}\left(k_{2}-1\right)$ $\times\left(k_{2}-2\right)$, and $k_{2}\left(k_{2}-1\right)\left(k_{2}-2\right)\left(k_{2}-3\right)$. Moreover, for $k=1$, the third, fourth, and fifth expression based on $P(\eta)$ and $Q(\eta)$ vanish. The shape factor in this case for both $P(\eta)$ and $Q(\eta)$ reduces to 4 . Similarly, for $k=2$, the fourth and fifth expression for $P(\eta)$ and $Q(\eta)$ vanish in Eq. (11). The shape factors are calculated 8 and 12 in this case for second and third expression. Likewise, the shape factor values get higher for second, third and fourth terms and become 12,36 , and 24 , respectively, for both $P(\eta)$ and $Q(\eta)$.

## Type 2

Equation (3) using $\alpha=3, \beta=2$, becomes as:
$\eta^{-k} \frac{\mathrm{~d}^{3}}{\mathrm{~d} \eta^{3}}\left(\eta^{k_{1}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} \eta^{2}}\right) P+g_{1}(\eta) f_{1}(P, Q)=0$,
$\eta^{-k} \frac{\mathrm{~d}^{3}}{\mathrm{~d} \eta^{3}}\left(\eta^{k_{2}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} \eta^{2}}\right) Q+g_{2}(\eta) f_{2}(P, Q)=0$.
Solving the derivatives:

$$
\begin{align*}
& \frac{\mathrm{d}^{4}}{\mathrm{~d} \eta^{4}}\left(\eta^{k_{1}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} \eta^{2}}\right) P=\eta^{k} \frac{\mathrm{~d}^{5} P}{\mathrm{~d} \eta^{5}}+3 k_{1} \eta^{k-1} \frac{\mathrm{~d}^{4} P}{\mathrm{~d} \eta^{4}}+3 k_{1}\left(k_{1}-1\right) \eta^{k-2} \frac{\mathrm{~d}^{3} P}{\mathrm{~d} \eta^{3}} \\
& \quad+k_{1}\left(k_{1}-1\right)\left(k_{1}-2\right) \eta^{k-3} \frac{\mathrm{~d}^{2} P}{\mathrm{~d} \eta^{2}} \\
& \frac{\mathrm{~d}^{4}}{\mathrm{~d} \eta^{4}}\left(\eta^{k_{2}} \frac{\mathrm{~d}}{\mathrm{~d} \eta}\right) Q=\eta^{k_{2}} \frac{\mathrm{~d}^{5} Q}{\mathrm{~d} \eta^{5}}+3 k_{2} \eta^{k_{2}-1} \frac{\mathrm{~d}^{4} Q}{\mathrm{~d} \eta^{4}}+3 k_{2}\left(k_{2}-1\right) \eta^{k_{2}-2} \\
& \quad \times \frac{\mathrm{d}^{3} Q}{\mathrm{~d} \eta^{3}}+k_{2}\left(k_{2}-1\right)\left(k_{2}-2\right) \eta^{k-3} \frac{\mathrm{~d}^{2} Q}{\mathrm{~d} \eta^{2}} \tag{13}
\end{align*}
$$

Using the above derivative values in the Eq. (12). The fifth order system of EFM becomes as: takes the form as:

$$
\begin{align*}
& \frac{\mathrm{d}^{5} P}{\mathrm{~d} \eta^{5}}+\frac{3 k_{1}}{\eta} \frac{\mathrm{~d}^{4} P}{\mathrm{~d} \eta^{4}}+\frac{3 k_{1}\left(k_{1}-1\right)}{\eta^{2}} \frac{\mathrm{~d}^{3} P}{\mathrm{~d} \eta^{3}}+\frac{k_{1}\left(k_{1}-1\right)\left(k_{1}-2\right)}{\eta^{3}} \frac{\mathrm{~d}^{2} P}{\mathrm{~d} \eta^{2}} \\
& \quad+g_{1}(\eta) f_{1}(P, Q)=0, \\
& \frac{\mathrm{~d}^{5} Q}{\mathrm{~d} \eta^{5}}+\frac{3 k_{2}}{\eta} \frac{\mathrm{~d}^{4} Q}{\mathrm{~d} \eta^{4}}+\frac{3 k_{2}\left(k_{2}-1\right)}{\eta^{2}} \frac{\mathrm{~d}^{3} Q}{\mathrm{~d} \eta^{3}}+\frac{k_{2}\left(k_{2}-1\right)\left(k_{2}-2\right)}{\eta^{3}} \frac{\mathrm{~d}^{2} Q}{\mathrm{~d} \eta^{2}} \\
& \quad+g_{2}(\eta) f_{2}(P, Q)=0 . \tag{14}
\end{align*}
$$

The initial conditions of the Eq. (14) are written as:
$P(0)=A, \frac{\mathrm{~d} P(0)}{\mathrm{d} \eta}=B, \frac{\mathrm{~d}^{2} P(0)}{\mathrm{d} \eta^{2}}=0, \frac{\mathrm{~d}^{3} P(0)}{\mathrm{d} \eta^{3}}=0, \frac{\mathrm{~d}^{4} P(0)}{\mathrm{d} \eta^{4}}=0$,
$Q(0)=A, \frac{\mathrm{~d} Q(0)}{\mathrm{d} \eta}=B, \frac{\mathrm{~d}^{2} Q(0)}{\mathrm{d} \eta^{2}}=0, \frac{\mathrm{~d}^{3} Q(0)}{\mathrm{d} \eta^{3}}=0, \frac{\mathrm{~d}^{4} Q(0)}{\mathrm{d} \eta^{4}}=0$.
The shape factor is noticed as $4 k_{1}, 6 k_{1}\left(k_{1}-1\right), 4 k_{1}\left(k_{1}-1\right)$ $\times\left(k_{1}-2\right)$ and $k_{1}\left(k_{1}-1\right)\left(k_{1}-2\right)\left(k_{1}-3\right)$ for $P(\eta)$, while for $Q(\eta)$ the shape factors are $4 k_{2}, 6 k_{2}\left(k_{2}-1\right), 4 k_{2}\left(k_{2}-1\right)\left(k_{2}-2\right)$ and $k_{2}\left(k_{2}-1\right)\left(k_{2}-2\right)\left(k_{2}-3\right)$. The singularity at point $\eta=0$ appears three times as $\eta=0, \eta^{2}=0$ and $\eta^{3}=0$ with shape factors $3 k_{1}, 3 k_{1}\left(k_{1}-1\right)$ and $k_{1}\left(k_{1}-1\right)\left(k_{1}-2\right)$ for $P(\eta)$, while for $Q(\eta)$ the shape factors are $3 k_{2}, 3 k_{2}\left(k_{2}-1\right)$ and $k_{2}\left(k_{2}-1\right)\left(k_{2}-2\right)$, respectively. Moreover, the third and fourth expressions vanish for
$k=1$ and the shape factor reduces to 3 . Likewise, for $k=2$, the fourth expression becomes zero and the shape factors for second and third expression are 6 and 6 , respectively.

## Type 3

Equation (3) using $\alpha=2, \beta=3$, becomes as:
$\eta^{-k} \frac{\mathrm{~d}^{2}}{\mathrm{~d} \eta^{2}}\left(\eta^{k_{1}} \frac{\mathrm{~d}^{3}}{\mathrm{~d} \eta^{3}}\right) P+g_{1}(\eta) f_{1}(P, Q)=0$,
$\eta^{-k} \frac{\mathrm{~d}^{2}}{\mathrm{~d} \eta^{2}}\left(\eta^{k_{2}} \frac{\mathrm{~d}^{3}}{\mathrm{~d} \eta^{3}}\right) Q+g_{2}(\eta) f_{2}(P, Q)=0$.
Solving the derivatives:

$$
\begin{align*}
& \frac{\mathrm{d}^{2}}{\mathrm{~d} \eta^{2}}\left(\eta^{k_{1}} \frac{\mathrm{~d}^{3}}{\mathrm{~d} \eta^{3}}\right) P=\eta^{k_{1}} \frac{\mathrm{~d}^{5} P}{\mathrm{~d} \eta^{5}}+2 k_{1} \eta^{k_{1}-1} \frac{\mathrm{~d}^{4} P}{\mathrm{~d} \eta^{4}}+k_{1}\left(k_{1}-1\right) \eta^{k_{1}-2} \frac{\mathrm{~d}^{3} P}{\mathrm{~d} \eta^{3}} \\
& \frac{\mathrm{~d}^{4}}{\mathrm{~d} \eta^{4}}\left(\eta^{k_{2}} \frac{\mathrm{~d}}{\mathrm{~d} \eta}\right) Q=\eta^{k_{2}} \frac{\mathrm{~d}^{5} Q}{\mathrm{~d} \eta^{5}}+2 k_{2} \eta^{k_{2}-1} \frac{\mathrm{~d}^{4} Q}{\mathrm{~d} \eta^{4}}+k_{2}\left(k_{2}-1\right) \eta^{k_{2}-2} \frac{\mathrm{~d}^{3} Q}{\mathrm{~d} \eta^{3}} \tag{16}
\end{align*}
$$

Using the above value in Eq. (15). The system of fifth order EFM takes the form as:
$\frac{\mathrm{d}^{5} P}{\mathrm{~d} \eta^{5}}+\frac{2 k_{1}}{\eta} \frac{\mathrm{~d}^{4} P}{\mathrm{~d} \eta^{4}}+\frac{k_{1}\left(k_{1}-1\right)}{\eta^{2}} \frac{\mathrm{~d}^{3} P}{\mathrm{~d} \eta^{3}}+g_{1}(\eta) f_{1}(P, Q)=0$,
$\frac{\mathrm{d}^{5} Q}{\mathrm{~d} \eta^{5}}+\frac{2 k_{2}}{\eta} \frac{\mathrm{~d}^{4} Q}{\mathrm{~d} \eta^{4}}+\frac{k_{2}\left(k_{2}-1\right)}{\eta^{2}} \frac{\mathrm{~d}^{3} Q}{\mathrm{~d} \eta^{3}}+g_{2}(\eta) f_{2}(P, Q)=0$.
The initial conditions of the Eq. (17) are written as:
$P(0)=A, \frac{\mathrm{~d} P(0)}{\mathrm{d} \eta}=B, \frac{\mathrm{~d}^{2} P(0)}{\mathrm{d} \eta^{2}}=C, \frac{\mathrm{~d}^{3} P(0)}{\mathrm{d} \eta^{3}}=0, \frac{\mathrm{~d}^{4} P(0)}{\mathrm{d} \eta^{4}}=0$,
$Q(0)=A, \frac{\mathrm{~d} Q(0)}{\mathrm{d} \eta}=B, \frac{\mathrm{~d}^{2} Q(0)}{\mathrm{d} \eta^{2}}=C, \frac{\mathrm{~d}^{3} Q(0)}{\mathrm{d} \eta^{3}}=0, \frac{\mathrm{~d}^{4} Q(0)}{\mathrm{d} \eta^{4}}=0$.
The singularity at $\eta=0$ appears two times as $\eta=0$, and $\eta^{2}=0$ with shape factors $2 k_{1}$ and $k_{1}\left(k_{1}-1\right)$ for $P(\eta)$, while for $Q(\eta)$ the shape factors are $2 k_{2}$ and $k_{2}\left(k_{2}-1\right)$. In this case, the third expression vanishes for $k=1$, and the reduced shape factor becomes 2.

## Type 4

Equation (3) using $\alpha=1, \beta=4$, becomes as:
$\eta^{-k} \frac{\mathrm{~d}}{\mathrm{~d} \eta}\left(\eta^{k_{1}} \frac{\mathrm{~d}^{4}}{\mathrm{~d} \eta^{4}}\right) P+g_{1}(\eta) f_{1}(P, Q)=0$,
$\eta^{-k} \frac{\mathrm{~d}}{\mathrm{~d} \eta}\left(\eta^{k_{2}} \frac{\mathrm{~d}^{4}}{\mathrm{~d} \eta^{4}}\right) Q+g_{2}(\eta) f_{2}(P, Q)=0$.
Solving the derivatives:
$\frac{\mathrm{d}}{\mathrm{d} \eta}\left(\eta^{k_{1}} \frac{\mathrm{~d}^{4}}{\mathrm{~d} \eta^{4}}\right) P=\eta^{k_{1}} \frac{\mathrm{~d}^{5} P}{\mathrm{~d} \eta^{5}}+k_{1} \eta^{k_{1}-1} \frac{\mathrm{~d}^{4} P}{\mathrm{~d} \eta^{4}}$,
$\frac{\mathrm{d}}{\mathrm{d} \eta}\left(\eta^{k_{2}} \frac{\mathrm{~d}^{4}}{\mathrm{~d} \eta^{4}}\right) Q=\eta^{k_{2}} \frac{\mathrm{~d}^{5} Q}{\mathrm{~d} \eta^{5}}+k_{2} \eta^{k_{2}-1} \frac{\mathrm{~d}^{4} Q}{\mathrm{~d} \eta^{4}}$.
Using the above value in Eq. (18). The system of fifth order EFM takes the form as:
$\frac{\mathrm{d}^{5} P}{\mathrm{~d} \eta^{5}}+\frac{k_{1}}{\eta} \frac{\mathrm{~d}^{4} P}{\mathrm{~d} \eta^{4}}+g_{1}(\eta) f_{1}(P, Q)=0$,
$\frac{\mathrm{d}^{5} Q}{\mathrm{~d} \eta^{5}}+\frac{k_{2}}{\eta} \frac{\mathrm{~d}^{4} Q}{\mathrm{~d} \eta^{4}}+g_{2}(\eta) f_{2}(P, Q)=0$.
The initial conditions of the above system is written as:

$$
\begin{aligned}
& P(0)=A, \frac{\mathrm{~d} P(0)}{\mathrm{d} \eta}=B, \frac{\mathrm{~d}^{2} P(0)}{\mathrm{d} \eta^{2}}=C, \frac{\mathrm{~d}^{3} P(0)}{\mathrm{d} \eta^{3}}=D, \frac{\mathrm{~d}^{4} P(0)}{\mathrm{d} \eta^{4}}=0, \\
& Q(0)=A, \frac{\mathrm{~d} Q(0)}{\mathrm{d} \eta}=B, \frac{\mathrm{~d}^{2} Q(0)}{\mathrm{d} \eta^{2}}=C, \frac{\mathrm{~d}^{3} Q(0)}{\mathrm{d} \eta^{3}}=D, \frac{\mathrm{~d}^{4} Q(0)}{\mathrm{d} \eta^{4}}=0 .
\end{aligned}
$$

The singularity at $\eta=0$ appears one time as $\eta=0$ with shape factors $k_{1}$ for $P(\eta)$, while for $Q(\eta)$ the shape factor is $k_{2}$. In this section, one example of each type based on the designed model fifth order system of Emden-Fowler equations are presented. In this type, one example based on fifth order LE will be discussed. The Example 1 is achieved taking $k_{1}=k_{2}=4$ in Eq. (11).

Example 1. Consider the nonlinear multi-point fifth order system of LE equation is:

$$
\begin{align*}
& \frac{\mathrm{d}^{5} P}{\mathrm{~d} \eta^{5}}+\frac{16}{\eta} \frac{\mathrm{~d}^{4} P}{\mathrm{~d} \eta^{4}}+\frac{72}{\eta^{2}} \frac{\mathrm{~d}^{3} P}{\mathrm{~d} \eta^{3}}+\frac{96}{\eta^{3}} \frac{\mathrm{~d}^{2} P}{\mathrm{~d} \eta^{2}}+\frac{24}{\eta^{4}} \frac{\mathrm{~d} P}{\mathrm{~d} \eta} \\
& \quad+P Q+\eta^{10}-8401=0 \\
& \frac{\mathrm{~d}^{5} Q}{\mathrm{~d} \eta^{5}}+\frac{16}{\eta} \frac{\mathrm{~d}^{4} Q}{\mathrm{~d} \eta^{4}}+\frac{72}{\eta^{2}} \frac{\mathrm{~d}^{3} Q}{\mathrm{~d} \eta^{3}}+\frac{96}{\eta^{3}} \frac{\mathrm{~d}^{2} Q}{\mathrm{~d} \eta^{2}}+\frac{24}{\eta^{4}} \frac{\mathrm{~d} Q}{\mathrm{~d} \eta} \\
& \quad-P Q-\eta^{10}+8401=0 \tag{21}
\end{align*}
$$

the initial conditions are
$P(0)=1, \frac{\mathrm{~d} P(0)}{\mathrm{d} \eta}=0, \frac{\mathrm{~d}^{2} P(0)}{\mathrm{d} \eta^{2}}=0, \frac{\mathrm{~d}^{3} P(0)}{\mathrm{d} \eta^{3}}=0, \frac{\mathrm{~d}^{4} P(0)}{\mathrm{d} \eta^{4}}=0$,
$Q(0)=1, \frac{\mathrm{~d} Q(0)}{\mathrm{d} \eta}=0, \frac{\mathrm{~d}^{2} Q(0)}{\mathrm{d} \eta^{2}}=0, \frac{\mathrm{~d}^{3} Q(0)}{\mathrm{d} \eta^{3}}=0, \frac{\mathrm{~d}^{4} Q(0)}{\mathrm{d} \eta^{4}}=0$.
The exact solution of Eq. (21) is $\left[1+\eta^{5}, 1-\eta^{5}\right]$. In this type, one example based on the system of fifth order EFM will be discussed by taking $k=3$ in Eq. (14).

Example 2. Consider the fifth order system of equation based on EFM is given as:
$\frac{\mathrm{d}^{5} P}{\mathrm{~d} \eta^{5}}+\frac{9}{\eta} \frac{\mathrm{~d}^{4} P}{\mathrm{~d} \eta^{4}}+\frac{18}{\eta^{2}} \frac{\mathrm{~d}^{3} P}{\mathrm{~d} \eta^{3}}+\frac{6}{\eta^{3}} \frac{\mathrm{~d}^{2} P}{\mathrm{~d} \eta^{2}}+Q+\eta^{5}-\eta-2401=0$,
$\frac{\mathrm{d}^{5} Q}{\mathrm{~d} \eta^{5}}+\frac{9}{\eta} \frac{\mathrm{~d}^{4} Q}{\mathrm{~d} \eta^{4}}+\frac{18}{\eta^{2}} \frac{\mathrm{~d}^{3} Q}{\mathrm{~d} \eta^{3}}+\frac{6}{\eta^{3}} \frac{\mathrm{~d}^{2} Q}{\mathrm{~d} \eta^{2}}+P-\eta^{5}-\eta+2399=0$.

The initial conditions are
$P(0)=1, \frac{\mathrm{~d} P(0)}{\mathrm{d} \eta}=1, \frac{\mathrm{~d}^{2} P(0)}{\mathrm{d} \eta^{2}}=0, \frac{\mathrm{~d}^{3} P(0)}{\mathrm{d} \eta^{3}}=0, \frac{\mathrm{~d}^{4} P(0)}{\mathrm{d} \eta^{4}}=0$,
$Q(0)=1, \frac{\mathrm{~d} Q(0)}{\mathrm{d} \eta}=1, \frac{\mathrm{~d}^{2} Q(0)}{\mathrm{d} \eta^{2}}=0, \frac{\mathrm{~d}^{3} Q(0)}{\mathrm{d} \eta^{3}}=0, \frac{\mathrm{~d}^{4} Q(0)}{\mathrm{d} \eta^{4}}=0$.
The exact solution of Eq. (22) is $\left[1+\eta+\eta^{5}, 1+\eta-\eta^{5}\right]$. The modeled equations of type 3 are achieved by taking $k=2$ in

Eq. (17).
Example 3. Consider the system of EFM is given as:
$\frac{\mathrm{d}^{5} P}{\mathrm{~d} \eta^{5}}+\frac{4}{\eta} \frac{\mathrm{~d}^{4} P}{\mathrm{~d} \eta^{4}}+\frac{2}{\eta^{2}} \frac{\mathrm{~d}^{3} P}{\mathrm{~d} \eta^{3}}+Q+\eta^{5}-\eta^{2}-\eta-721=0$,
$\frac{\mathrm{d}^{5} Q}{\mathrm{~d} \eta^{5}}+\frac{4}{\eta} \frac{\mathrm{~d}^{4} Q}{\mathrm{~d} \eta^{4}}+\frac{2}{\eta^{2}} \frac{\mathrm{~d}^{3} Q}{\mathrm{~d} \eta^{3}}+P-\eta^{5}-\eta^{2}-\eta+719=0$.
The initial conditions are
$P(0)=1, \frac{\mathrm{~d} P(0)}{\mathrm{d} \eta}=1, \frac{\mathrm{~d}^{2} P(0)}{\mathrm{d} \eta^{2}}=2, \frac{\mathrm{~d}^{3} P(0)}{\mathrm{d} \eta^{3}}=0, \frac{\mathrm{~d}^{4} P(0)}{\mathrm{d} \eta^{4}}=0$,
$Q(0)=1, \frac{\mathrm{~d} Q(0)}{\mathrm{d} \eta}=1, \frac{\mathrm{~d}^{2} Q(0)}{\mathrm{d} \eta^{2}}=2, \frac{\mathrm{~d}^{3} Q(0)}{\mathrm{d} \eta^{3}}=0, \frac{\mathrm{~d}^{4} Q(0)}{\mathrm{d} \eta^{4}}=0$.
The exact solution of Eq. (23) is $\left[1+\eta+\eta^{2}+\eta^{5}, 1+\eta+\eta^{2}-\right.$ $\left.\eta^{5}\right]$. This type of fifth order system of EFM is achieved by taking $k=1$ in Eq. (20).

Example 4. Consider the system of fifth order EFM is given as:
$\frac{\mathrm{d}^{5} P}{\mathrm{~d} \eta^{5}}+\frac{1}{\eta} \frac{\mathrm{~d}^{4} P}{\mathrm{~d} \eta^{4}}+2 Q+2 \eta^{5}-2 \eta^{3}-2 \eta^{2}-2 \eta-242=0$,
$\frac{\mathrm{d}^{5} Q}{\mathrm{~d} \eta^{5}}+\frac{1}{\eta} \frac{\mathrm{~d}^{4} Q}{\mathrm{~d} \eta^{4}}-3 P+3 \eta^{5}+3 \eta^{3}+3 \eta^{2}+3 \eta+243=0$.
The initial conditions are
$P(0)=1, \frac{\mathrm{~d} P(0)}{\mathrm{d} \eta}=1, \frac{\mathrm{~d}^{2} P(0)}{\mathrm{d} \eta^{2}}=2, \frac{\mathrm{~d}^{3} P(0)}{\mathrm{d} \eta^{3}}=6, \frac{\mathrm{~d}^{4} P(0)}{\mathrm{d} \eta^{4}}=0$,
$Q(0)=1, \frac{\mathrm{~d} Q(0)}{\mathrm{d} \eta}=1, \frac{\mathrm{~d}^{2} Q(0)}{\mathrm{d} \eta^{2}}=2, \frac{\mathrm{~d}^{3} Q(0)}{\mathrm{d} \eta^{3}}=6, \frac{\mathrm{~d}^{4} Q(0)}{\mathrm{d} \eta^{4}}=0$.
The exact solution of Eq. (24) is $\left[1+\eta+\eta^{2}+\eta^{3}+\eta^{5}, 1+\eta+\right.$ $\left.\eta^{2}+\eta^{3}-\eta^{5}\right]$.

In this section, the detail of the VI method along with the solution of each type is presented. The results are plotted in the form of figures of each type. To understand the basic idea of the VI method [30-32], the following differential equation is considered as:
$L P(\eta)+N P(\eta)=g(\eta)$.
In the above expression $L$ and $N$ represent linear and nonlinear operators and $g(\eta)$ is used as a nonhomogeneous term. According to VI method, a correction functional can be written as follows:
$P_{n+1}(\eta)=P_{n}(\eta)+\int_{0}^{\eta} \lambda(\eta, t)\left(L P_{n}(t)+N \tilde{P}_{n}(t)-g(t)\right) \mathrm{d} t$.
Here, $\lambda(\eta, t)$ is the general form of Lagrange's multiplier, which can be upgraded by the concepts of variation. The term $P_{n}$ is the $n$-th approximate solutions, $\tilde{P}_{n}$ is restricted variation which means $\delta \tilde{P}_{n}=0[33,34]$. The initial approximation $P_{0}$ can be freely taken if it satisfies the initial and boundary conditions. However, the success of the method depends on the proper
selection of the initial approximation $P_{0}$. Thus, the solution
$P(\eta)=\lim _{n \rightarrow \infty} p_{n}(\eta)$.

## Type 1: VI method

In order to apply the VI method in the first type, the correction functional takes the form as:

$$
\begin{align*}
P_{n+1}(\eta) & =P_{n}(\eta)+\int_{0}^{\eta} \lambda_{1}(\eta, t)\left[\left(P_{n}^{(v)}(t)+\frac{4 k_{1}}{t} P_{n}^{(i v)}(t)\right.\right. \\
& +\frac{6 k_{1}\left(k_{1}-1\right)}{t^{2}} P^{\prime \prime \prime}{ }_{n}(t)+\frac{4 k_{1}\left(k_{1}-1\right)\left(k_{1}-2\right)}{t^{3}} P^{\prime \prime}{ }_{n}(t) \\
& \left.+\frac{k_{1}\left(k_{1}-1\right)\left(k_{1}-2\right)\left(k_{1}-3\right)}{t^{4}} P^{\prime}{ }_{n}(t)+g_{1}(\eta) f_{1}\left(P_{n}, Q_{n}\right)\right] \mathrm{d} t \\
Q_{n+1}(\eta) & =Q_{n}(\eta)+\int_{0}^{\eta} \lambda_{2}(\eta, t)\left[Q_{n}^{(v)}(t)+\frac{4 k_{2}}{t} Q_{n}^{(i v)}(t)\right. \\
& +\frac{6 k_{2}\left(k_{2}-1\right)}{t^{2}} Q^{\prime \prime \prime}{ }_{n}(t)+\frac{4 k_{2}\left(k_{2}-1\right)\left(k_{2}-2\right)}{t^{3}} Q^{\prime \prime}{ }_{n}(t) \\
& \left.+\frac{k_{2}\left(k_{2}-1\right)\left(k_{2}-2\right)\left(k_{2}-3\right)}{t^{4}} Q_{n}^{\prime}(t)+g_{2}(\eta) f_{2}\left(P_{n}, Q_{n}\right)\right] \mathrm{d} t \tag{28}
\end{align*}
$$

The zeroth approximations $P_{0}(\eta)$ and $Q_{0}(\eta)$ can be chosen as follows:
$P_{0}(\eta)=P(0)+\eta P^{\prime}(0)+\frac{1}{2!} \eta^{2} P^{\prime \prime}(0)+\frac{1}{3!} \eta^{3} P^{\prime \prime \prime}(0)+\frac{1}{4!} \eta^{4} P^{(i v)}(0)$,
$Q_{0}(\eta)=Q(0)+\eta Q^{\prime}(0)+\frac{1}{2!} \eta^{2} Q^{\prime \prime}(0)+\frac{1}{3!} \eta^{3} Q^{\prime \prime \prime}(0)+\frac{1}{4!} \eta^{4} Q^{(i v)}(0)$.

The best collections for $P_{0}(\eta)$ and $Q_{0}(\eta)$ is the first five Taylor series terms for $P(\eta)$ and $Q(\eta)$. Recall, the Lagrange multipliers (LMs) $\lambda_{1}(\eta, t)$ and $\lambda_{2}(\eta, t)$ are dependent of the parameters named as $k_{1}$ and $k_{2}$. Five distinct classifications for the optimal value of $\lambda_{1}(\eta, t)$ and $\lambda_{2}(\eta, t)$ can be finding as follow.
(1) For the common case, $k_{1}=k_{2} \neq 1,2,3,4$, LMs become as:

$$
\begin{aligned}
\lambda_{1}(\eta, t) & =\lambda_{2}(\eta, t)=-\frac{t^{4}}{(k-1)(k-2)(k-3)(k-4)} \\
& +\frac{\eta^{4-k} t^{k}}{6(k-4)}-\frac{\eta^{3-k} t^{k+1}}{2(k-3)}+\frac{\eta^{2-k} t^{k+2}}{2(k-2)}-\frac{\eta^{1-k} t^{k+3}}{6(k-1)} .
\end{aligned}
$$

(2) For $k_{1}=k_{2}=1$, LMs take the form as:
$\lambda_{1}(\eta, t)=\lambda_{2}(\eta, t)=\left(\frac{11}{36}+\frac{\ln \eta}{6}-\frac{\ln t}{6}\right) t^{4}-\frac{\eta t^{3}}{2}+\frac{\eta^{2} t^{2}}{4}-\frac{\eta^{3} t}{18}$.
(3) For $k_{1}=k_{2}=2$, LMs take the form:
$\lambda_{1}(\eta, t)=\lambda_{2}(\eta, t)=-\frac{t^{5}}{6 \eta}+\left(-\frac{1}{4}-\frac{\ln \eta}{2}+\frac{\ln t}{2}\right) t^{4}+\frac{\eta t^{3}}{2}-\frac{\eta^{2} t^{2}}{12}$.
(4) For $k_{1}=k_{2}=3$, LMs take the form as:
$\lambda_{1}(\eta, t)=\lambda_{2}(\eta, t)=-\frac{t^{6}}{12 \eta^{2}}+\frac{t^{5}}{2 \eta}+\left(\frac{\ln \eta}{2}-\frac{1}{4}-\frac{\ln t}{2}\right) t^{4}-\frac{\eta t^{3}}{6}$.
(5) For $k_{1}=k_{2}=4$, LMs become as:
$\lambda_{1}(\eta, t)=\lambda_{2}(\eta, t)=-\frac{t^{7}}{18 \eta^{3}}+\frac{t^{6}}{4 \eta^{2}}-\frac{t^{5}}{2 \eta}+\left(\frac{11}{36}-\frac{\ln \eta}{6}+\frac{\ln t}{6}\right) t^{4}$.
Example 1 is obtained by substituting by taking $k_{1}=k_{2}=4$ and the LMs by using the values of $k_{1}=k_{2}=4$ can be find as:

$$
\begin{equation*}
\lambda_{1}(\eta, t)=\lambda_{2}(\eta, t)=-\frac{t^{7}}{18 \eta^{3}}+\frac{t^{6}}{4 \eta^{2}}-\frac{t^{5}}{2 \eta}+\left(\frac{11}{36}-\frac{\ln \eta}{6}+\frac{\ln t}{6}\right) t^{4} \tag{30}
\end{equation*}
$$




Fig. 1. AE values of Example 1 for $P(\eta)$ and $Q(\eta)$.

By choosing the zeroth approximation $P_{0}(\eta)=1$ and $Q_{0}(\eta)=1$, the following approximation of the solutions is calculated as:
$P_{1}(\eta)=1+\eta^{5}-\frac{1}{1101600} \eta^{15}$,
$Q_{1}(\eta)=1-\eta^{5}+\frac{1}{1101600} \eta^{15}$.
To demonstrate the efficiency of the VI method, the absolute error (AE) plots are drawn in Fig. 1 for the second-order approximation $P_{2}(\eta)$ and $Q_{2}(\eta)$. The AE error values lie in the range of $10^{-14}$ to $10^{-13}$ for $P(\eta)$ and $Q(\eta)$ that shows very good results of the designed model. One can observe that the accuracy of the designed scheme can be improved by using the higher-order approximate solutions.

## Type 2: VI method

To use the VI method on the second type, correction functional becomes as:

$$
\begin{align*}
P_{n+1}(\eta) & =P_{n}(\eta)+\int_{0}^{\eta} \lambda_{1}(\eta, t)\left[P_{n}^{(\nu)}(t)+\frac{3 k_{1}}{t} P_{n}^{(i v)}(t)+\frac{3 k_{1}\left(k_{1}-1\right)}{t^{2}}\right. \\
& \left.\times P^{\prime \prime \prime}{ }_{n}(t)+\frac{k_{1}\left(k_{1}-1\right)\left(k_{1}-2\right)}{t^{3}} P^{\prime \prime}{ }_{n}(t)+g_{1}(\eta) f_{1}\left(P_{n}, Q_{n}\right)\right] \mathrm{d} t \\
Q_{n+1}(\eta) & =Q_{n}(\eta)+\int_{0}^{\eta} \lambda_{2}(\eta, t)\left[Q_{n}^{(\nu)}(t)+\frac{3 k_{2}}{t} Q_{n}^{(i v)}(t)+\frac{3 k_{2}\left(k_{2}-1\right)}{t^{2}}\right. \\
& \left.\times Q^{\prime \prime \prime}{ }_{n}(t)+\frac{k_{2}\left(k_{2}-1\right)\left(k_{2}-2\right)}{t^{3}} Q^{\prime \prime}{ }_{n}(t)+g_{2}(\eta) f_{2}\left(P_{n}, Q_{n}\right)\right] \mathrm{d} t . \tag{32}
\end{align*}
$$

The zeroth approximations $P_{0}(\eta)$ and $Q_{0}(\eta)$ are the same which are given in Eq. (29). Hence, the best selected values for $P_{0}(\eta)$ and $Q_{0}(\eta)$ are the first five terms of the Taylor series for $P(\eta)$ and $Q(\eta)$. Note that the LMs $\lambda_{1}(\eta, t)$ and $\lambda_{2}(\eta, t)$ depend on $k_{1}$ and $k_{2}$ parameters. Here $\lambda_{1}(\eta, t)$ and $\lambda_{2}(\eta, t)$ are general LMs. Five different classifications for the optimal rate of $\lambda_{1}(\eta, t)$ and $\lambda_{2}(\eta, t)$ can be found as follow.
(1) For the case when $k_{1}=k_{2} \neq 1,2,3,4$, LMs take the form as:

$$
\begin{aligned}
\lambda_{1}(\eta, t) & =\lambda_{2}(\eta, t)=-\frac{\eta t^{3}}{(k-1)(k-2)(k-3)}+\frac{t^{4}}{(k-2)(k-3)(k-4)} \\
& -\frac{\eta^{2-k} t^{k+2}}{2(k-1)(k-2)}+\frac{\eta^{3-k} t^{k+1}}{(k-2)(k-3)}-\frac{\eta^{4-k} t^{k}}{2(k-3)(k-4)} .
\end{aligned}
$$

(2) For $k_{1}=k_{2}=1$, LMs become as:
$\lambda_{1}(\eta, t)=\lambda_{2}(\eta, t)=-\frac{t^{4}}{6}+\left(-\frac{\eta}{4}-\frac{\eta \ln \eta}{2}+\frac{\eta \ln t}{2}\right) t^{3}+\frac{\eta^{2} t^{2}}{2}-\frac{\eta^{3} t}{12}$.
(3) For $k_{1}=k_{2}=2$, LMs are written as:

$$
\begin{aligned}
\lambda_{1}(\eta, t)= & \lambda_{2}(\eta, t)=\left(\frac{5}{4}+\frac{\ln \eta}{2}-\frac{\ln t}{2}\right) t^{4} \\
& -\eta(\ln t-\ln \eta+1) t^{3}-\frac{\eta^{2} t^{2}}{4}
\end{aligned}
$$

(4) For $k_{1}=k_{2}=3$, LMs take the form as:

$$
\begin{aligned}
\lambda_{1}(\eta, \mathrm{t}) & =\lambda_{2}(\eta, \mathrm{t})=-\frac{t^{5}}{4 \eta}+(-\ln \eta-1+\ln t) t^{4} \\
& +\left(-\frac{\eta \ln \eta}{2}+\frac{5 \eta}{4}+\frac{\eta \ln t}{2}\right) t^{3}
\end{aligned}
$$

(5) For $k_{1}=k_{2}=4$, LMs are written as:

$$
\lambda_{1}(\eta, t)=\lambda_{2}(\eta, t)=-\frac{t^{6}}{12 \eta^{2}}+\frac{t^{5}}{2 \eta}+\left(\frac{\ln \eta}{2}-\frac{1}{4}-\frac{\ln t}{2}\right) t^{4}-\frac{\eta t^{3}}{6} .
$$



Fig. 2. AE values of Example 2 for $P(\eta)$ and $Q(\eta)$.

Example 2 is achieved by taking $k_{1}=k_{2}=3$. The LMs for $k_{1}=k_{2}=3$ can be find as:

$$
\begin{align*}
\lambda_{1}(\eta, t) & =\lambda_{2}(\eta, t)=-\frac{t^{5}}{4 \eta}+(-\ln \eta-1+\ln t) t^{4} \\
& +\left(\frac{-\eta \ln \eta}{2}+\frac{5 \eta}{4}+\frac{\eta \ln t}{2}\right) t^{3} \tag{33}
\end{align*}
$$

Choosing the zeroth approximation $P_{0}(\eta)=1+\eta$ and $Q_{0}(\eta)=1+\eta$, the following approximate solution is obtained as:


Fig. 3. AE values of Example 3 for $P(\eta)$ and $Q(\eta)$.
$P_{1}(\eta)=1+\eta+\eta^{5}-\frac{1}{89100} \eta^{10}$,
$Q_{1}(\eta)=1+\eta-\eta^{5}+\frac{1}{89100} \eta^{10}$.
The AE values errors for the second-order approximation $P_{2}(\eta)$ and $Q_{2}(\eta)$ are given in Fig. 2. The AE error values for Example 2 lie in the range of $10^{-12}$ to $10^{-11}$ for $P(\eta)$ and $Q(\eta)$, which proves very good agreements of the designed model.

## Type 3: VI method

To use the VI scheme, correction functional is given as:

$$
\begin{align*}
P_{n+1}(\eta) & =P_{n}(\eta)+\int_{0}^{\eta} \lambda_{1}(\eta, t)\left[P_{n}^{(v)}(t)\right. \\
& \left.+\frac{2 k_{1}}{t} P_{n}^{(i v)}(t)+\frac{k_{1}\left(k_{1}-1\right)}{t^{2}} P^{\prime \prime \prime}{ }_{n}(t)+g_{1}(\eta) f_{1}\left(P_{n}, Q_{n}\right)\right] \mathrm{d} t \\
Q_{n+1}(\eta) & =Q_{n}(\eta)+\int_{0}^{\eta} \lambda_{2}(\eta, t)\left[Q_{n}^{(v)}(t)\right. \\
& \left.+\frac{2 k_{2}}{t} Q_{n}^{(i v)}(t)+\frac{k_{2}\left(k_{2}-1\right)}{t^{2}} Q^{\prime \prime \prime}{ }_{n}(t)+g_{2}(\eta) f_{2}\left(P_{n}, Q_{n}\right)\right] \mathrm{d} t . \tag{35}
\end{align*}
$$

The zeroth approximations $P_{0}(\eta)$ and $Q_{0}(\eta)$ are the same which are given in Eq. (29). Hence, the best ranges for $P_{0}(\eta)$ and $Q_{0}(\eta)$ are the first five terms based on the Taylor series for $P(\eta)$ and $Q(\eta)$. The Lagrange multipliers $\lambda_{1}(\eta, t)$ and $\lambda_{2}(\eta, t)$ are dependent of the $k_{1}$ and $k_{2}$ parameters. Here $\lambda_{1}(\eta, t)$ and $\lambda_{2}(\eta, t)$ are general Lagrange's multipliers. Five distinct arrangements for the optimal value of $\lambda_{1}(\eta, t)$ and $\lambda_{2}(\eta, t)$ can be find as follow.
(1) For the case, when $k_{1}=k_{2} \neq 1,2,3,4$, LMs become as:

$$
\begin{aligned}
& \lambda_{1}(\eta, t)=\lambda_{2}(\eta, t)=\frac{\eta t^{3}}{(k-2)(k-3)}-\frac{\eta^{2} t^{2}}{2(k-1)(k-2)} \\
& \quad-\frac{t^{4}}{2(k-3)(k-4)}+\frac{\eta^{4-k} t^{k}}{(k-2)(k-3)(k-4)} \\
& \quad-\frac{\eta^{3-k} t^{k+1}}{(k-1)(k-2)(k-3)} .
\end{aligned}
$$

(2) For $k_{1}=k_{2}=1$, LMs take the form as:

$$
\begin{aligned}
\lambda_{1}(\eta, t) & =\lambda_{2}(\eta, t)=-\frac{t^{4}}{12}+\frac{\eta t^{3}}{2} \\
& +\left(-\frac{\eta^{2}}{4}+\frac{\eta^{2} \ln \eta}{2}-\frac{\eta^{2} \ln t}{2}\right) t^{2}-\frac{\eta^{3} t}{6}
\end{aligned}
$$

(3) For $k_{1}=k_{2}=2$, LMs become as:

$$
\begin{aligned}
\lambda_{1}(\eta, t) & =\lambda_{2}(\eta, t)=-\frac{t^{4}}{4}+\eta(\ln t-\ln \eta-1) t^{3} \\
& +\left(\frac{5 \eta^{2}}{4}-\frac{\eta^{2} \ln \eta}{2}+\frac{\eta^{2} \ln t}{2}\right) t^{2}
\end{aligned}
$$

(4) For $k_{1}=k_{2}=3$, LMs are written as:
$\lambda_{1}(\eta, t)=\lambda_{2}(\eta, t)=\left(\frac{5}{4}+\frac{\ln \eta}{2}-\frac{\ln t}{2}\right) t^{4}$

$$
+\eta(-\ln t+\ln \eta-1) t^{3}-\frac{\eta^{2} t^{2}}{4}
$$

(5) For $k_{1}=k_{2}=4$, LMs take the form:
$\lambda_{1}(\eta, t)=\lambda_{2}(\eta, t)=-\frac{t^{5}}{6 \eta}+\left(-\frac{\ln \eta}{2}-\frac{1}{4}+\frac{\ln t}{2}\right) t^{4}+\frac{\eta t^{3}}{2}-\frac{\eta^{2} t^{2}}{12}$.
Example 3 is achieved by using $k_{1}=k_{2}=2$. The LMs for $k_{1}=k_{2}=2$ are written as:

$$
\begin{align*}
\lambda_{1}(\eta, t)= & \lambda_{2}(\eta, t)=-\frac{t^{4}}{4}+\eta(\ln t-\ln \eta-1) t^{3} \\
& +\left(\frac{5 \eta^{2}}{4}-\frac{\eta^{2} \ln \eta}{2}+\frac{\eta^{2} \ln t}{2}\right) t^{2} \tag{36}
\end{align*}
$$

Using the zeroth approximation $P_{0}(\eta)=1+\eta+\eta^{2}$ and $Q_{0}(\eta)=1+\eta+\eta^{2}$, the obtained form of the approximate solution is:
$P_{1}(\eta)=1+\eta+\eta^{2}+\eta^{5}-\frac{1}{51840} \eta^{10}$,
$Q_{1}(\eta)=1+\eta+\eta^{2}-\eta^{5}+\frac{1}{51840} \eta^{10}$.
To demonstrate the efficiency of the VI method, the graphs of AE for the second-order approximation $P_{2}(\eta)$ and $Q_{2}(\eta)$ are plotted in Fig. 3. The AE error values for Example 3 are close to $10^{-11}$ for both $P(\eta)$ and $Q(\eta)$.

## Type 4: VI method

To use the VI method, correction functional takes the form as:

$$
\begin{align*}
P_{n+1}(\eta) & =P_{n}(\eta)+\int_{0}^{\eta} \lambda_{1}(\eta, t)\left(P_{n}^{(\nu)}(t)+\frac{k_{1}}{t} P_{n}^{(i v)}(t)\right. \\
& \left.+g_{1}(\eta) f_{1}\left(P_{n}, Q_{n}\right)\right) \mathrm{d} t \\
Q_{n+1}(\eta) & =Q_{n}(\eta)+\int_{0}^{\eta} \lambda_{2}(\eta, t)\left(Q_{n}^{(\nu)}(t)+\frac{k_{2}}{t} Q_{n}^{(i v)}(t)\right. \\
& \left.+g_{2}(\eta) f_{2}\left(P_{n}, Q_{n}\right)\right) \mathrm{d} t \tag{38}
\end{align*}
$$

The zeroth approximations $P_{0}(\eta)$ and $Q_{0}(\eta)$ can be chosen as same which are given in Eq. (29) and the best selections for $P_{0}(\eta)$ and $Q_{0}(\eta)$ are the first five expressions of the Taylor series for $P(\eta)$ and $Q(\eta)$. Here $\lambda_{1}(\eta, t)$ and $\lambda_{2}(\eta, t)$ are the general Lagrange's multipliers. Five distinct arrangements based on the optimal value of $\lambda_{1}(\eta, t)$ and $\lambda_{2}(\eta, t)$ can be written as:
(1) For the general case, when $k_{1}=k_{2} \neq 1,2,3,4$, LMs take the form as:


Fig. 4. AE values of Example 4 for $P(\eta)$ and $Q(\eta)$.

$$
\begin{aligned}
\lambda_{1}(\eta, t) & =\lambda_{2}(\eta, t)=\frac{\eta^{2} t^{2}}{(2 k-4)}+\frac{t^{4}}{(6 k-24)}-\frac{\eta t^{3}}{(2 k-6)}-\frac{\eta^{3} t}{(6 k-6)} \\
& -\frac{\eta^{4-k} t^{k}}{(k-1)(k-2)(k-3)(k-4)} .
\end{aligned}
$$

(2) For $k_{1}=k_{2}=1$, LMs take the form

$$
\begin{aligned}
& \lambda_{1}(\eta, t)=\lambda_{2}(\eta, t)=-\frac{t^{4}}{18}+\frac{\eta t^{3}}{4}-\frac{\eta^{2} t^{2}}{2} \\
& \quad+\left(\frac{11 \eta^{3}}{36}-\frac{\eta^{3} \ln \eta}{6}+\frac{\eta^{3} \ln t}{6}\right) t
\end{aligned}
$$

(3) For $k_{1}=k_{2}=2$, LMs take the form as:

$$
\begin{aligned}
\lambda_{1}(\eta, t)=\lambda_{2}(\eta, t)=- & \frac{t^{4}}{12}+\frac{\eta t^{3}}{2} \\
& +\left(\frac{-\eta^{2}}{4} \frac{\eta^{2} \ln \eta}{2}-\frac{\eta^{2}}{4}-\frac{\eta^{2} \ln t}{2}\right) t^{2}-\frac{\eta^{3} t}{6}
\end{aligned}
$$

(4) For $k_{1}=k_{2}=3$, LMs become as:

$$
\begin{gathered}
\lambda_{1}(\eta, t)=\lambda_{2}(\eta, t)=-\frac{t^{4}}{6}+\left(\frac{\eta \ln t}{2}-\frac{\eta}{4}-\frac{\eta \ln \eta)}{2}\right) t^{3} \\
+\frac{\eta^{2} t^{2}}{2}-\frac{\eta^{3} t}{12}
\end{gathered}
$$

(5) For $k_{1}=k_{2}=4$, LMs are written as:
$\lambda_{1}(\eta, t)=\lambda_{2}(\eta, t)=\left(\frac{11}{36}+\frac{\ln \eta}{6}-\frac{\ln t}{6}\right) t^{4}-\frac{\eta t^{3}}{2}+\frac{\eta^{2} t^{2}}{4}-\frac{\eta^{3} t}{18}$.
Example 4 is obtained by substituting $k_{1}=k_{2}=1$. The LMs for $k_{1}=k_{2}=1$ can be find as:

$$
\begin{align*}
\lambda_{1}(\eta, t)=\lambda_{2} & (\eta, t)=-\frac{t^{4}}{18}+\frac{\eta t^{3}}{4}-\frac{\eta^{2} t^{2}}{2} \\
& +\left(\frac{11 \eta^{3}}{36}-\frac{\eta^{3} \ln \eta}{6}+\frac{\eta^{3} \ln t}{6}\right) t \tag{39}
\end{align*}
$$

By selecting the zeroth approximation $P_{0}(\eta)=1+\eta+\eta^{2}+\eta^{3}$ and $Q_{0}(\eta)=1+\eta+\eta^{2}+\eta^{3}$, the obtained form of the approximate solution becomes as:
$P_{1}(\eta)=1+\eta+\eta^{2}+\eta^{3}+\eta^{5}-\frac{1}{17640} \eta^{10}$,
$Q_{1}(\eta)=1+\eta+\eta^{2}+\eta^{3}-\eta^{5}-\frac{1}{17640} \eta^{10}$.
To demonstrate the efficiency of the VI method, the AE values are plotted for the second-order approximation $P_{2}(\eta)$ and $Q_{2}(\eta)$ in Fig. 4. The AE error values for Example 4 lie in the range of $10^{-10}$ for both the parameters $P(\eta)$ and $Q(\eta)$, which proves very good agreements of the designed model.

In this study, a new model based on the fifth order system of Emden-Fowler equations have been presented by using the sense of second order EFM. Four types of the designed modeled equations are also presented along with the numerical example of each type. The singular points and the shape factors of the modeled equations of each type are discussed in detail. The singularity at $\eta=0$ appears a single time in the standard Emden-Fowler equation, while in this study, the singularity arises four times in type 1 , three times at type 2 , twice in type 3 and one time in the last type of the system of fifth order Emden-Fowler model. Likewise, the shape factor in the standard form of the EFM is unique, but different shape factors have been noticed for every type of the designed model. Furthermore, one example of each type based on the designed model is modeled and numerical investigations have been made by using the variational iteration method. The values of the AE lie around $10^{-14}$ to $10^{-10}$ for each case of the designed model, which proves the stability of the designed model. One may observe that the accuracy of the designed scheme can be enhanced by using the higher-order approximate solutions. Moreover, comparison of the obtained results obtained by the variational iteration
scheme with the exact solution of each type shows the correctness and the perfection of the designed fifth order system of EFM.

In the future, different types of singular higher order models and the system of these higher order models can be designed by considering the sense of the standard form of the Emden-Fowler equation and solutions can be presented by using the artificial neural networks [35-41].
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