
Information technology

39

1. Introduction

Operations for recognizing real objects in images are 
usually used to create conditions that increase the efficiency 
and quality of distinguishing and recognizing objects that 
are searched for or studied by processing images. Currently, 
the problem of building algorithms that divide images from 
different sources into clusters (for solving classification 
problems) often arises in such applied areas as, for example, 
the analysis of photos of the Earth’s surface, the detection of 
defects, scratches on images, the study of images of starry 

sky regions. In addition, the method of image processing 
varies depending on the research reports, for example, the 
most informative is to separate fragments and increase them, 
increase the intensity contrast, improve the image quality, 
and so on. When solving such problems, image clustering al-
gorithms based on certain criteria must have such properties 
as high classification accuracy and high speed. Accurate and 
fast video classification algorithms can simplify the task of 
a scientist or specialist in a particular field. Therefore, the 
relevance of the topic is determined by the study of textural 
features during a certain growing season, the extraction of 
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The article presents an analysis 
of a non-standard approach to the 
segmentation of textural areas in 
aerospace images. The question of the 
applicability of sets of textural features for 
the analysis of experimental data is being 
investigated to identify characteristic 
areas on aerospace images that in the 
future it will be possible to identify types 
of crops, weeds, diseases, and pests. 
The selection of suitable algorithms was 
carried out and appropriate software 
tools were created on Matlab 2021a and 
in the software package for statistical 
analysis Statistica 12.

The main way to extract information 
is to decrypt images, which are the 
main carrier of information about the 
underlying surface. The main tasks of 
texture area analysis include selection and 
formation of features describing textural 
differences; selection and segmentation of 
textural areas; classification of textural 
areas; identification of an object by 
texture.

To solve the tasks, spectral brightness 
coefficient (SBC), Normalized Difference 
Vegetation Index (NDVI), textural 
features of various crops and weeds. Much 
attention will be paid to the development 
of software tools that allow the selection 
of features describing textural differences 
for the segmentation of textural areas 
into subdomains. That is the question 
of the applicability of sets of textural 
features and other parameters for the 
analysis of experimental data to identify 
types of soils and soils, vegetation types, 
humidity, crop damage in aerospace 
images will be resolved.

This approach is universal and has 
great potential for identifying objects 
using image clustering. To identify 
the boundaries of areas with different 
properties of the image under study, 
images of the same surface area taken at 
different times are considered

Keywords: image processing, satellite 
images, textural features, SBC, NDVI, 
clustering, agricultural crops, weeds, 
pests

UDC 004.932

DOI: 10.15587/1729-4061.2022.253188

How to Cite: Yerzhanova, A., Abdikerimova, G., Alimova, Z., Slanbekova, A., Tungatarova, A., Muratkhan, R., Borankulova, G., 

Zhunussova, G. (2022). Segmentation of aerospace images by a non-standard approach using informative textural features. East-

ern-European Journal of Enterprise Technologies, 1 (2 (115)), 39–49. doi: https://doi.org/10.15587/1729-4061.2022.253188

Received date 28.12.2021 

Accepted date 03.02.2022 

Published date 25.02.2022

Copyright © 2022, Authors. This is an open access article under the Creative Commons CC BY license



Eastern-European Journal of Enterprise Technologies ISSN 1729-3774 1/2 ( 115 ) 2022

40

tion is paid to the development of software tools for segmenta-
tion of texture areas of images based on fractal dimension.

In [6], the authors proposed a probabilistic way of classify-
ing colors based on a neural network with the introduction of 
textural features. Suitable texture personalities, such as CTMs, 
GLCM, and Gabor reactions, are investigated for clustering 
colors. The larger the number of classes, the better the combi-
nations of all textural features work. In the proposed method, 
the combination of CTM, GLAM and Gabor responses works 
better than the individual functions themselves.

This article [7] suggests a way to find changes in several 
textures by integrating macro- and micro-textural features. 
Macro textures are connected to information that is deter-
mined by the entire scene of the image, whereas microtextures 
outline the distribution and relationship of grayish levels in 
the local window. The recommended method of merging sev-
eral structures to show changes, which was used to accurately 
determine seasonal and artificial changes in municipal areas, 
will have an actual property for predicting fast-growing mu-
nicipal areas. However, one of the limitations of the proposed 
method is that it cannot guarantee the exact types of changes 
that will be at the center of our future work.

This article [8] describes the design and development of a 
hierarchical network by including texture features. In addition, 
the impact of the inclusion of textural features on classification 
is being studied. Traditional statistical approaches to the classi-
fication of vegetation cover use only gray values. However, they 
lead to incorrect classification due to strictly convex boundar-
ies. Textural features can be included for better classification, 
but they are inconvenient for conventional methods. Artificial 
neural networks can handle non-convex solutions. The use of 
textural features helps to eliminate incorrect classification.

In the above-mentioned works, textural features were 
applied to medical images, flowers classification, selection of 
elements of microscopic images and classification of vegeta-
tion cover. The application of texture features to multispec-
tral images is not shown. Despite the ubiquitous presence of 
textures in images, there is currently no uniform and formal 
approach to the description of texture and its strict definition. 
Texture analysis methods are usually developed for each case.

3. The aim and objectives of the study

The aim of the study is to determine the types of crops, 
weeds, diseases, and pests from aerospace images. 

To achieve this aim, the following objectives are accom-
plished:

– analyze features based on statistical and structural 
characteristics (energy, entropy, variation, etc.) and taking 
into account the relative location;

– create a conceptual model to highlight the most appro-
priate set of features;

– implement clustering using a non-standard approach 
that allows to identify types of agricultural crops and weeds.

4. Materials and methods

The study was conducted in the village of Shortan-
dy (Shortandy district, Akmola region, Republic of Kazakh-
stan). In the field where flax was grown (Fig. 1). The source 
is aerospace images obtained from [9].

Information features from them, the analysis of the Ward 
Method, and the development of automated algorithms.

There are built-in methods for clustering images, such 
as the well-known k-means method. In the study, let’s found 
that the k-means method showed different results for a single 
image because the data array was large. Therefore, before 
using the k-means method, let’s use mathematical processing 
of big data (creating a vector of textual labels) and obtained 
accurate data when clustering.

2. Literature review and problem statement

The texture is understood as “the spatial organization of 
elements within a certain area of the surface”. It also explains 
that this organization is due to a certain statistical distribu-
tion of the intensity of gray tones or tones of different colors. 
A plot can be considered textural if the number of intensity 
differences or color changes noted on it is large enough.

In texture is called “a certain way organized area of the 
surface”.

A texture is a certain part of an image, one that has 
homogeneous statistical properties. This means that each 
texture of this class can be outlined using the corresponding 
characteristic common to all textures of this class. Such 
properties are called textural features.

The article [1] provides an analysis of the nonlinear seg-
mentation of textured regions on microphotography in the 
processing of systems. Here are some questions about the use 
of experimental data from the experimental data collection 
on microphones, which can be supposed to be related to po-
rosity, chemical reaction, and so on.

In [2], the indicators of tests on the collective use of spec-
tral and textural features for the systematization of vegetation 
cover on aviation hyperspectral images are considered. Images 
were obtained by the experimental sensor Texture features can 
improve the classification quality only using a small number of 
bands. But to boost the informativeness it should be dealt with 
an individual for each scene set of texture features.

In [3], a method of computer diagnostics of osteoporotic 
diseases of the musculoskeletal system is proposed and in-
vestigated using a textural examination of the X-ray photo 
of the leg neck. The problem of selecting textural features 
that provide the applicable definition quality is solved. The 
operation of the method is investigated on a set of real X-ray 
images with popular diagnoses. The disadvantages of this 
approach are the dependence of many features on changes 
in the overall brightness of the image, the dependence on 
the choice of a polygonal area of interest by a specialist, the 
inability to take into account the age, gender and other fea-
tures of the patient, which densitometry takes into account.

In [4], uncorrelated textural features of Haralick were 
used for the segmentation of single-channel images. It should 
be emphasized that the spatial resolution of the images should 
be quite high for the possibility of obtaining reliable textural 
information.

The work [5] is devoted to the study of textural images and 
segmentation by textural features. The source is micrographs 
of plant raw materials ground in special mills. The paper deals 
with the calculation of various kinds of textural features and 
other characteristics of images. In this work, this problem has 
not been fully solved, it requires more in-depth research, which 
will be carried out in the future. In this paper, the main atten-
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The program is implemented in the MatLab environ-
ment. Images were taken as input (images in grayscale). 
Many approaches and algorithms have been proposed to 
solve this problem. The main attention was paid to the devel-
opment of effective algorithms for calculating textural fea-
tures. The selected regions were obtained at random (Fig. 1). 
Textural features are calculated for each region.

Namely, texture windows are calculated from large win-
dows (including non-square ones), which the user can set by 
selecting an area of interest to it. That is, it is about calculat-

ing numerical characteristics related to vast areas, including 
various kinds of artifacts. For each selected fragment (Fig. 1), 
14 important texture features are calculated. All of them are 
implemented in the program (MatLab) and put in Table 1. 

Each node of the diagram (Fig. 2) represents the union 
of two or more clusters, the position of the nodes on the 
horizontal axis determines the distance at which the corre-
sponding clusters were combined [10].

The Graph of means graph can represent the average 
value of each cluster in a linear graph.

 

 
  

Fig.	1.	Analyzed	areas	in	the	original	image
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The division of the selected fragment into 2 classes cal-
culated using Ward’s method in the Statistica soft software 
environment is shown in Table 2

Table	2

Result	of	two	clustering

Selected frag-
ment numbers

Cluster Membership Linkage distance=70112.2 
Ward’s method. Euclidean distances

Cluster Membership
1 2
2 2
3 2
4 1
5 2
6 1
7 2
8 2
9 2

10 1
11 2
12 1
13 2
14 2
15 2
16 1
17 2
18 2
19 1
20 2
21 2
22 1
23 1
24 1
25 2
26 2
27 2
28 2
29 2
30 2
31 1
32 2
33 2
34 1

The most important result obtained as a result of four 
clusterings is a hierarchical tree. Ward’s method is different 
from all other methods because it uses variance analysis 
methods to estimate distances between clusters. The method 
minimizes a certain sum of squared distances. More precisely, 
the increase in the sum of the squares of the distances of ob-
jects to the cluster centers obtained as a result of their union is 
taken as the distance between clusters. In general, the method 
seems to be very effective, but it tends to create small clusters.

5. Results of clustering satellite images

5. 1. Analysis of objects based on statistical and struc -
tural characteristics

Textural features play an important role when divid-
ing an image into separate areas. Let’s take a closer look 
at the system of signs. In the problem under consideration, 
gray (NDVI) images are investigated. Thus, the image is set 

as a matrix, the values of which are pixel brightness values in 
the range from 0 to 255. The standard approach for calculat-
ing textural features is as follows. It is necessary to select the 
so-called running window with an odd side: 3, 5, 7 pixels. The 
attribute is calculated inside the running window. The size of 
the local fragment is the carrier of texture properties. The at-
tribute value is written to a new matrix of the same size as the 
original one. In the new matrix, the value is written to a point 
with coordinates equal to the coordinates of the center of the 
running window. The elements of the new matrix are obtained 
in a certain interval (A, B). Then, usually, this interval is lin-
early mapped into a segment (0,255). After that, it is possible 
to visualize the result of calculating the textural feature.

Experiments have shown that the standard approach in 
our case is not informative enough. Therefore, it was decided 
to use a non-standard approach. The steps of the non-stan-
dard approach are given below.

Namely, texture windows are calculated from large win-
dows (including non-square ones), which the user can set by 
selecting an area of interest to it. That is, it is about calculating 
numerical characteristics related to vast areas, including vari-
ous kinds of artifacts. The 14 most important textural features 
are considered, and all of them are implemented in the program. 
The calculation of textural features for the selected segments 
was implemented in the MatLab environment and the analysis 
of these textural features in the Statistica software package 
for statistical analysis. A large number of approaches and al-
gorithms have been proposed to solve this problem. The main 
efforts were focused on creating efficient algorithms for calcu-
lating textural features. The highlighted areas were randomly 
selected. Textural features are calculated for each area:

1. Energy – determines the measure of uniformity of 
the image:

( )
= =

 =  ∑∑ 2

1
1 1

, ;
N N

i j

T p i j . (1)

2. Entropy – uneven distribution of brightness proper-
ties of image elements:

( ) ( )( )
= =

= − ⋅∑∑2 2
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, log , .
N N

i i

T p i j p i j  (2)

3. Uniformity (homogeneity) – means a measure of uni-
formity:
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=
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,
.
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i j

p i j
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 (3)

4. Differential entropy – the same as the total entropy of 
the Matrix and the entropy of the adjacent Matrix, but cal-
culated for a histogram of differences in brightness values:
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5. Variance sum – serves as a variation of the brightness 
change relative to the sum of the average value:

( ) ( )+
=

= −∑
2

2

5 4
2

;
N

x y
i

T i T p i .  (6)

6. Correlation – a measure of the dependence of video 
brightness on linear regression:

( )( ) ( )
= =

− µ − µ ⋅
=

σ σ∑∑6
1 1

,
;

N N
i j

i j i j

i j p i j
T  (7)

here μi, μj, σi, σj – p(i, j) for mean values and mean square 
deviations.

7. The total average value is determined by the sum his-
togram of brightness values for pairs of elements in the image 
px+y(i) that are closely related to the adjacent Matrix: 
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here
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p k i j k  (9)

k=2, 3, …, 2N – distribution on an indirect diagonal. 
8. Total entropy – determined by the classical value of 

statistical information theory and represents an uneven 
distribution of the brightness properties of video elements:
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k=0, 1, 2, 3, …, N–1 – head diagonal distribution. 
9. 1. information criterion of correlation:

( )
−

= 2 1
9 ;

max ,�
T HXY

T
HX HY  (12)

here 

( ) ( )( )= −∑ log ,x x
i

HX p i p i

( ) ( )( )= −∑ log ,y y
j

HY p j p j  (13)

( ) ( ) ( )( )= −∑∑1 , log ,x y
i j

HXY p i j p i p j

( ) ( )=
= ∑ 1

, ;
N

x j
p i p i j

 
( ) ( )=

= ∑ 1
, .

N

y j
p j p i j  (14)

Information criteria are determined by the ratio of statis-
tical information theory for elements of an adjacent Matrix, 
a histogram of the sum of brightness values, and a histogram 
of the difference of brightness values.

10. Reverse torque – a measure of local similarity that 
determines the sharpness of a short series:
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11. Moments – the weight of a line that has a constant 
optical density. This sign is characterized by the value of 
increasing the weight of the length of each line for any 
gray level:
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12. Brightness heterogeneity – distribution of the gray 
level. This sign takes the least value in cases where the num-
ber of optical density lines is evenly distributed over the gray 
level:
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13. Series length heterogeneity – distribution of the 
length of a line with a constant optical density. In a uniform 
distribution, the minimum value is:
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14. Share of images in the series:
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After checking each feature for informativeness, 4 textural 
features were selected from 14 features: T11, T7, T10, T14. 
The analyzed areas in the original image are shown in Fig. 1. 
The values of the textural features of the selected areas are 
shown in Table 1.

5. 2. Creating a conceptual model for selecting the 
most appropriate set of functions

Despite the absence of a strict definition, four methods of 
formal approach and texture can be considered at the stage 
of definition formation:

– statistical approach: the texture is calculated as a 
quantitative characteristic of the distribution of intensity 
values in the image area;

– structural approach: the texture is considered as a set 
of textured primitives arranged in simple or repetitive order;

– fractal approach: the description of a wide range of pro-
cesses and phenomena, such as limited diffusion aggregation 
processes, the formation of sticky fingers in Porous Media, 
diffusion processes called leaks, and the characteristics of 
clouds, the Earth’s surface, and other natural objects, has 
revealed a new direction called fractal analysis in the term 
fractal geometry. In such methods, the authors consider the 
object as a fractal, not as a texture [11];
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– spectral approach: Fourier and wavelet analysis are 
used to work with the texture of an image at different scales. 
In wavelet analysis, the signal is divided into basic func-
tions (wavelets) built based on the creator’s wavelet, using 
Shift and zoom operations. For the initial image, a layout with 
a basic function (filter) is created, and then a second projec-
tion is created from the difference between the received and 
the initial signal, etc. Each base function is an extension and 
displacement of the previous function by some number. 

One of the heuristic clustering methods is methods based on 
a sequential agglomeration procedure. The advantage of these 
methods is the simplicity of the computational procedure and 
algorithms. The work [12] shows the stages of clustering satellite 
images. Clustering was performed using vector textural features.

In our study, let’s use combined textural features from 
among statistical and structural features. The 14 textural 
features were made up of these two textural features. Based 
on the results of calculations, as shown in Fig. 3, textural fea-
tures were selected from statistical and structural features. 

Looking at the results, it is possible to cluster weeds on 
a flax plot.

This conceptual model can be used for clustering other 
crops and negatively influencing factors (weeds, pests, etc.).

5. 3. Implementation of clustering using a non-stann-
dard approach

As a result of the research, it was found that due to a 
large number of textural features, it was unknown which of 
them were informative. Therefore, it was decided to use a 
non-standard method to select informative textural features 
for clustering with a standard approach. As a result, cluster-
ing by the standard method was time-efficient.

The numerical values of the textural features calculated 
for the selected fragment are shown in the following ta-
ble (Table 4).

The average values graph allows to view the average 
values for the selected cluster on a linear graph (Fig. 4, 
Table 4).

Each node in the diagram above 
combines two or more clusters, 
nodes on the horizontal axis deter-
mine the distance between the com-
bined clusters.

According to the average values 
of textural features from Table 5, it 
is possible to say that they do not in-
tersect, they are well separated from 
each other. This arrangement of the 
coordinates of the cluster centers in-
dicates a good clustering quality.

For five clusters, the results of the 
analysis of variance indicate a good 
quality of clustering: the significance 
level of p everywhere is less than 
5 % (Table 6).

Based on the visual representation 
of the results and the Euclidean dis-
tance, it is possible to determine the 
composition of each cluster (Table 7).

The composition of clusters isolat-
ed by the Ward and k-means method 
is presented in Table 8.

 

Fig.	3.	Сonceptual	model	for	the	isolation	of	weeds	on	linen	for	the	growing	season

Table	4

Values	of	informative	textural	characteristics	of	selected	areas

Number of the selected fragment T11 T7 T10 T14
1 2 3 4 5
1 31317.97 353.5469 3.23E-05 0.005656
2 30026.95 333.0048 5.47E-05 0.006005
3 35957.44 378.2851 2.84E-05 0.005287
4 23546.05 303.4873 4.61E-05 0.006587
5 45278.31 425.0712 2.25E-05 0.004705
6 17656.33 250.7452 9.48E-05 0.007979
7 31897.82 350.7296 3.87E-05 0.005707
8 44461.71 420.3436 2.38E-05 0.00476
9 39183.03 384.0501 3.84E-05 0.005214

10 23624.41 301.5574 5.02E-05 0.006629
11 27677.41 328.6756 4.01E-05 0.006083
12 8638.033 173.6772 0.00018 0.011486
13 38639.96 392.6781 2.61E-05 0.005093
14 26391.24 320.9444 4.18E-05 0.006229
15 36893.57 383.2336 2.79E-05 0.005221
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Table	5

Mean	value,	standard	deviation,	and	variance	of		
textural	features

Variable
Descriptive Statistics for Cluster 2

mean standards (deviation) variance
T11 19844.49 3075.314 9457560
T7 276.02 22.720 516

T10 0.00 0.000 0
T14 0.01 0.001 0

Table	6

The	result	of	the	analysis	of	variance

Vari-
able

Analysis of Variance 

between (SS) df within (SS) df F signif. (p)

T11 3.659152E+09 4 137929200 29 192.3367 0.000000

T7 1.571342E+05 4 7740 29 147.1897 0.000000

T10 4.070985E-08 4 0 29 26.1335 0.000000

T14 9.798875E-05 4 0 29 65.2409 0.000000

Plot of Means for Each Cluster

 Cluster  1
 Cluster  2
 Cluster  3
 Cluster  4
 Cluster  5

T15 T9 T14 T18
Variables

-20000

-10000

0

10000

20000

30000

40000

50000

60000

Fig.	4.	Average	value	of	textural	features	for	the	selected	cluster

1 2 3 4 5
16 18133.08 267.2438 5.87E-05 0.007482
17 34205.44 367.4255 3.22E-05 0.00544
18 34781.58 359.7624 4.47E-05 0.005565
19 16446.28 254.7322 6.41E-05 0.007848
20 28767.95 333.3336 4.16E-05 0.005996
21 34353.5 369.7798 2.97E-05 0.005408
22 12400.55 221.8543 8.34E-05 0.009015
23 14047.78 223.0676 0.000137 0.008983
24 7768.148 168.2065 0.000177 0.011879
25 36172.78 371.5041 3.84E-05 0.005385
26 39656.8 390.9352 3.38E-05 0.005118
27 43211.32 415.5309 2.33E-05 0.004814
28 35895.78 376.197 3.08E-05 0.005315
29 36532.07 379.2953 3.00E-05 0.00527
30 29575.16 330.4289 5.63E-05 0.006052
31 12354.85 221.2068 8.46E-05 0.009041
32 30206.03 346.3201 3.44E-05 0.005776
33 43438.2 416.5961 2.31E-05 0.004801
34 19660.77 278.356 5.40E-05 0.007183

Continuation	of	the	Table	4
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Table 8 shows the cluster number and the distance to the 
selected regions.

The identified sites in the 2nd cluster revealed the pres-
ence of weeds and pests on the flax site according to a set of 
4 textural features. 

The selected area of 16, 19, and 34 belongs to 
Class 2 (Table 8) of the studied area of flax (Fig. 1). Using 

the flax section (Fig. 5), where this selected area is located, 
let’s construct a graph of the spectral brightness coefficient 
of flax and weed (Fig. 6).

Let’s define our research according to the graph of the 
spectral brightness coefficient (SBC) shown in Fig. 6. 

The graph shows that NDVI is higher in this growing 
season. This means that a lot of weeds grow on the flax plot.

Table	7

Clusters	to	which	the	observation	belongs,	Euclidean	distance	and	observation	number

Selected fragment numbers CASE_NO CLUSTER DISTANCE

1 1 1 917.74

2 2 1 272.20

3 3 3 306.37

4 4 2 1850.83

5 5 5 590.47

6 6 2 1094.15

7 7 1 1207.65

8 8 5 182.16

9 9 3 1306.43

10 10 2 1890.00

11 11 1 902.59

12 12 4 1202.00

13 13 3 1034.92

14 14 1 1545.69

15 15 3 161.72

16 16 2 855.71

17 17 3 1182.38

18 18 3 894.34

19 19 2 1699.13

20 20 1 357.31

21 21 3 1108.35

22 22 4 679.42

23 23 4 1502.99

24 24 4 1636.95

25 25 3 198.72

26 26 3 1543.33

27 27 5 443.04

28 28 3 337.20

29 29 3 19.07

30 30 1 46.42

31 31 4 656.56

32 32 1 361.76

33 33 5 329.60

34 34 2 91.87

Table	8

Composition	of	classes	allocated	by	Ward	and	k-means	methods

Class number
Number of objects in the 

class
Class composition

1 8 Selected regions 1, 2, 8, 11, 14, 20, 30 and 32

2 6 Selected areas 4, 6,10, 16, 19 and 34

3 11 Selected areas 3, 9, 13, 15, 17, 18, 21, 25, 26, 28 and 29

4 5 Selected areas 12, 22, 23, 24 and 31

5 4 Selected areas 5, 8. 27 and 33
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6. Discussion of experimental results of the non-standard 
approach with the help of informative textural features

Cluster analysis was considered in a standard and 
non-standard hierarchical manner and experiments were 
conducted. Practical studies have shown that classification 
by selected textural features gives real results in many cases.

Conducting research on texture marks in a non-standard 
method, let’s use 4 texture marks on Windows T11, T7, T10, 
T14 with a resolution of 200×150 pixels. In this method, 
segmentation by region was performed using agglomerate and 
K-mean methods (Table 7). As a result, the signs perfectly 
identified homogeneous regions in the image, and these signs 
are considered informative for marking homogeneous regions.

 

 
  

Fig.	5.	Image	obtained	after	clustering

 

 
  

Fig.	6.	Spectral	brightness	coefficient	of	flax	and	weeds:	 	–	weed;	 	–	flax
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Analysis of variance outputs a table of variance analy-
sis (Table 6). The table shows values between groups (Be-
tween SS) and within groups (within SS). The more the 
variance of values within a group and the greater the vari-
ance of values between groups, the more the object belongs 
to the cluster. In addition, the quality of clusterization can be 
determined by: the value of the values of the F-criterion (the 
greater the better) and the significance of the level (the 
smaller the better).

The advantage of the work over other works was that 
it used a non-standard approach to the segmentation 
of textural zones for information on aerospace imag-
es (NDVI) during the growing season. During the study, 
several classifications were made for the selected area. 
Then the SBC of the selected region was built (Fig. 6). A 
conceptual model for determining weeds in flax during 
the growing season was built.

The detected textural features, as shown by the research 
work, do not detect weeds of all crops. Experiments have 
shown that the disadvantage of this approach is the identifi-
cation of informative textural features for the weeds of each 
crop must be calculated separately. 

In the future, it is planned to use neural networks 
to automate the identification of weeds and agricultural 
crops.

7. Conclusions

1. A large set of textural research methods was ana-
lyzed and the most informative ones were selected from 
the methods considered. In total, 14 textural features 
were calculated and 4 textural features were selected. 

2. According to the results of the study, a conceptual 
model was built for the isolation of weeds on flax by tex-
tural features based on statistical and structural charac-
teristics. According to this conceptual model, it is possible 
to find weeds of any agricultural crop.

3. An experiment was conducted in a non-standard ver-
sion. After conducting a study on textural features, four fea-
tures were selected, such as T11, T7, T10, T14 for which they 
were segmented by areas. Using the k-means and agglomera-
tive methods, the features have well highlighted the areas in 
the images. The results show that these signs are informative.
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