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In this paper, we give a review of our recent successes in the further development
of the density matrix theory to describe the nonequilibrium charge dynamics in
semiconductor systems with open electron shells. They are considered two
approaches to describe these systems. In the first, systems with a negligibly small
spin-orbit coupling are examined, where the description of the electron dynamics
is reduced to separate consideration of electrons with different spin directions.
If the spin-orbit interaction cannot be neglected, the charge dynamics can be
described in the basis of two-component spinors, where spin-flip transitions are
allowed. Examples of practical use of the theory in specific cases are given for both
methods of description.

Introduction

This chapter is a review of our recent advances in the further development of the theory for
describing nonequilibrium electron dynamics in semiconductors, including both bulk and nanoscale
systems. Over the past three years, we have made significant progress in the development of the
reduced density matrix method for describing these processes. The result of the efforts is the
possibility of describing non-radiative relaxation taking into account electron spin polarization, the
spin-orbit interaction, as well as the consideration of periodic systems with indirect optical
transitions.

The ultimate motivation for this work is the need to develop low-cost, high-performance
materials for solar energy harvesting and optoelectronic applications (1–4). For a theoretical
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description of the processes occurring in materials used for such purposes, it is necessary to take into
account the interaction of the electrons and ions, including those in which nonradiative relaxation
of electronic excitations occurs. This kind of description goes beyond the adiabatic approximation,
and in this case, special modeling methods should be applied. It is the further development of one
of these theoretical approaches, namely the method of the reduced density matrix, discussed in this
paper.

Irradiation of a semiconductor with photon energy greater than its bandgap leads to light
absorption and formation of a highly delocalized and energetic exciton. In the process of relaxation,
the exciton loses energy through interaction with the ionic subsystem, which is also accompanied by
the localization of the electron and hole. The lowest energy states for the electron and hole are at the
surface sites, so charge carriers tend to migrate in random electron hopping events until they reach
the surface.

The interaction of the semiconductor solar energy converter with electromagnetic radiation
occurs in a few steps. The first is the light capture - absorption of the sunlight, resulting in an
electron-hole pair excitation. The second is the electron transfer - sunlight-produced electron and
hole diffuse to the surface sites, separated in space (5). This process is accompanied by electron
and hole relaxation toward the conduction band (CB) minimum and valence band (VB) maximum,
respectively, and they are key in solar cells (6–8). During this step, electronic excitation energy
is partially lost to thermal energy of lattice vibrations via electron−phonon interactions. In
photocatalysis, there is one more important step in fuel synthesis - the efficient making and breaking
of the chemical bonds using the harvested electron-hole pairs.

There are a huge range of possible semiconductor materials, and among this set, various
limitations may reduce the number of materials for study. Requirements include factors such as
abundance/cost, toxicity, stability, match of band-edge potentials to desired electron transfer
reactions, and match of bandgap to visible photon energy (9–12). In a number of materials
containing heavy elements, spin-orbit coupling (SOC) begins to play a significant role (13–16). To
assess the role of the SOC, suite of codes for nonadiabatic dynamics has been developed for two-
component spinor orbitals (17).

Further, this chapter is organized as follows. First, we describe the reduced density matrix
method before our expansion to the cases mentioned above. Then, its extensions will be considered
for the cases of (i) spin-polarized states and (ii) of electronic dynamics taking into account SOC. Both
cases are accompanied by examples of use for describing specific systems.

Reduced Density Matrix Method

Due to the fundamental role of radiationless processes in chemical reactivity, there is abundant
literature devoted to extracting nonadiabatic coupling (NAC) from computer simulations.
Theoretical approaches utilized for this purpose fall into two general categories: trajectory-based
methods and techniques based on direct propagation of the reduced density operator. The latter set of
methods includes the mean-field Ehrenfest (18), surface-hopping (19–21), semiclassical initial value
representation (22), linearization (23, 24), and classical mapping (25, 26) approaches. The former
techniques are based on evolution of the reduced density matrix (RDM) and consider Redfield
equations (27) and the noninteracting blip approximation (28), which serves as a time-dependent
generalization of Förster theory (29).

Spin-unrestricted electronic structure (30) was found useful in describing materials with spin
polarization. An approximate treatment can be pursued in the basis of spin-collinear density
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functional theory (31, 32). Most transition-metal compounds exhibit open shell non-singlet
configurations, necessitating special treatment of electrons with α/β spin projections. By separate
treatment of electronic states with the α/β spin components one is able to describe a broader range of
materials, identify new channels of relaxation and charge transfer, and provide knowledge for rational
design of new materials in solar energy harvesting and information storage. For this methodology,
named spin-resolved electron dynamics, spin-polarized DFT is used as the basis to implement
nonadiabatic charge relaxation dynamics (33). When considering the dynamics of spin-polarized
electronic states, neglecting the spin-orbit interaction, it is natural to treat states with different spin
projections as an independent. Therefore, the theoretical description, in this case, differs from the
consideration of spin-restricted systems by the introduction of an additional spin index in the
formulas. Below we present a brief description of the reduced density matrix method suitable for
describing systems with both closed and open electron shells.

Spin-Unrestricted Theory of Nonadiabatic Electron Dynamics with RDM Method

The basic idea in microscopic theory of nonadiabatic charge dynamics is a decomposition of a
total system into a subsystem of interest and bath parts. In our case, the former one corresponds to
electronic, while the latter one is an ionic part. Complete time-dependent Hamiltonian of a problem
under consideration is written as a sum of electronic Hamiltonian , an ionic Hamiltonian ,
and their interaction

where R (t) represents the nuclear coordinates evolving along a classical path, r is the electronic
coordinates, and t is time. The system under consideration is isolated. In this case, one can consider
the electronic subsystem as open and immerse in an ionic thermostat. The traditional quantum
mechanical method for describing such systems is the density operator method.

The density operator is a powerful theoretical tool combining quantum mechanics and
thermodynamics. It allows describing an open system interacting with the environment: solvent,
substrate, lattice vibrations, or quantized radiation (34–39). The density operator provides a
quantum picture of energy dissipation, photoemission, and dephasing. In our particular case the
operator obtained after averaging over ionic degrees of freedom (DOF) is a reduced density operator
(RDO) (18). Dependence of on the ionic DOF emphasizes the nonadiabatic character of charge
dynamics in the system under investigation.

The time-dependent density operator is formally defined as the outer product of the
wavefunction and its conjugate (σ is a spin index)

where we expanded the wavefunction with respect to the eigenstates of some Hermitian operator

.
The density operator follows the von-Neumann equation of motion (EOM)
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which is considered further in the framework of perturbation theory, where the is the small
parameter. In addition, we use Born and Markov approximations (18). Born approximation
corresponds to the weak electron-ion coupling, so that the back-action of the system onto the bath
can be neglected. This approximation allows us to consider the ionic subsystem as a
thermodynamically equilibrium one and justifies averaging over ionic DOF. Within the Markov
approximation it is assumed that system correlation time is short.

We focus on EOM for electronic DOF and take into account the influence of thermalized ionic
motion in an approximate fashion, similar to the Redfield approach (27). Formally, one has to solve
a problem of time-dependent evolution in terms of density operator . Total density operator can
be factorized on electronic and ionic components and that the ionic density operator obeys
thermal equilibrium distribution. A natural simplification of the considered operator is its averaging
over ionic degrees of freedom, which is calculated as . The obtained operator
includes an additional term containing information about the effect of lattice vibrations on the
electronic structure of the object under study. This term, commonly referred to as the Redfield term
(40), can be obtained as second-order perturbation with respect to the electron-phonon interaction
Hamiltonian as described below.

According to this approach, the following equation describes the time evolution of the operator

The right side of Eq. 5 contains two terms, the first of which describes reversible dynamics.
In contrast, the second term is very specific. It uses Hamiltonian of interaction of electrons and
lattice vibrations . This Hamiltonian is small compared to and serves as a small parameter for
perturbation theory. The consideration is carried out in the second order of the perturbation theory,
since the first-order correction is zero. The integration limit runs from the instant the interaction
was switched on until the time we focus on. The symbol Trion corresponds to an average over states

of the ionic subsystem, in thermal state, which is characterized by the ion density operator .
The Hamiltonian of interaction enters there twice: at the initial instant of time t=0 and at the
delayed instant of time t=τ that corresponds to two elementary events of interaction, separated by
the time interval τ. During the interval between these events, there appears an accumulation of phase
described by the first elastic term in Eq. 5, corresponding to time evolution of non-interacting ionic
and electronic subsystems. The interaction Hamiltonian is often factorized as a bilinear product of
relevant operators affecting the electronic subsystem and ionic lattice subsystem.

In case the wave function is decomposed in a chosen basis (Eq. 3), the density operator (2)
converts into density matrix for electronic DOF (27, 34–39). RDM obeys Redfield
EOM
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The Redfield tensor controls dissipative dynamics of density matrix

Its elements are expressed in terms of partial rates Γ±

which in turn are calculated in terms of autocorrelation functions of the interaction Hamiltonian

The phase increment factors appear from the time evolution of the electronic

DOF and use energy difference . Information on the interaction of the electron and
lattice subsystems is now contained in the autocorrelation function of the

with an assumption . Here we define

Note that approximations we have committed lead to the time-independent coefficients Rijkl for
system of linear differential Eq. (7).

In order to apply this theory in practice, it is necessary to obtain an explicit expression for the

Hamiltonian . For this purpose, following approach presented in Ref. (41) we consider the time
evolution of the system under consideration using the time-dependent Schrödinger equation

where is the wavefunction of the whole system. We expand this wave function in terms of
the orthonormal adiabatic wave functions

where are complex-valued expansion coefficients.
If we substitute expansion Eq.(14) into the time-dependent Schrödinger equation (13) and

perform some algebraic transformations, we get

Here, are the matrix elements of the electronic Hamiltonian, and
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are the matrix elements of the are the scalar non-adiabatic couplings
(NACs). From the obtained result, it is evident that are the matrix elements of the
Hamiltonian of the interaction between the electron and ion subsystems.

The NACs calculation procedure can be efficiently implemented on the basis of “on-the-fly”
adiabatic ab initio molecular dynamics (42–44). There, atomic subsystem is represented by a set
of subsequent coordinates and momenta along the molecular dynamic trajectories. Practically, the
NACs are computed using the finite difference scheme (41):

In numerical form, based on the derivative of the Hamiltonian, the autocorrelator Eq. (11)
is composed of the terms including products of matrix elements and momentum-momentum
correlation function

To summarize, the system of differential Eq. (7) is numerically solved as follows. At a given
temperature, calculations are performed using the molecular dynamics method of atomic
trajectories. From the obtained data, including atomic coordinates and pulses, as well as wave
functions for each configuration, the components of the Redfield tensor (8) are calculated using
relations (7-10), (18).

Practically our modeling is based on the fictitious one electron Kohn-Sham (KS) (45, 46)
equation:

In Eq. (19), one finds the set of one-electron orbitals with orbital energy levels

. The orbitals are combined with orbital occupation functions , to construct the total
density of electrons

The partial charge density of orbital number i is

Eqs (19-21) are solved in the iterative, self-consistent manner using VASP (47, 48) software
using DFT with PAW (49, 50) pseudopotentials and PBE functional (51).
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Observables

Solution of Eq. (7) provides time dependent elements of density matrix . Diagonal

elements, determine time-dependent occupations of KS orbitals. Dynamics of charge
density distribution, rate of energy dissipation, and rate of charge transfer can be calculated.
Specifically, the nonequilibrium distribution of charge as a function of energy reads

The difference of the non-equilibrium distribution obtained from Eq. (6) and the equilibrium
distribution

provides the comprehensive explanation of electron and hole dynamics as a function of energy and
time. The change of population with respect to the equilibrium distribution is then expressed as

This equation describes the dynamics of a population gain when Δn >0 and a population loss
when Δn <0 at energy ε, which corresponds to the electron and the hole parts of an excitation. The
expectation energy of a photo-excited electron, can be expressed as follows:

The expectation values of a photo-excited hole are defined analogously. The partial charge
density distributions in the conduction and valence bands as functions of, for example, coordinate z
and time t can be obtained from the average of the density operator after integration over x and y, and
are given by

where is the i, jth KS orbital, and the indices i and j belong to the conduction or valence

bands. The reference density operator describes the system in a steady state before light is
turned off at time t=0. These densities describe the dynamics of charge rearrangement over time
after light is removed and the system eventually decays back to equilibrium. In what follows, we
focus on the long-time limit , which leads to decoherence and the limit

, for . These distributions reflect the time evolution of the charge transfer along the z
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direction in the system. Combining Eqs. (27) and (28), one obtains the variation of the total density
as a function of time and position,

Calculated rates of relaxation for electrons and holes are computed as follows:

where 〈Ee〉(t) and 〈Eh〉(t) are the energy expectation values of a photo-excited charge carrier defined
in Eqs. 25 and 26 and are assuming an exponential fit, which is most applicable in two cases:
relaxation between two states and relaxation through states equally spaced in energy. The considered
model is expected to exhibit what is called a trapping state, when the population occupies one state
for a longer time in comparison to the other states involved in the relaxation. The trap can be due to
an increased energy sub gap to overcome or the transfer of population between two states with low
coupling (52). The mechanism of trapping is hypothetically related to concepts of the energy gap law
and phonon bottleneck: Electronic transitions are most efficient when energies of orbitals are offset
by a value matching a normal mode frequency . However,
in case such energy offset exceeds any of the available vibrational frequencies, the
transition becomes less probable.

In practice, the analysis of relaxation of electronic excitations has to begin with a consideration
of the brightest optical transitions, for which it is necessary to calculate the linear optical absorption
spectra of the object under study. Optical properties are analyzed based on the transition dipole
moment matrix elements

for transitions between the initial state i and final state j. Oscillator strength is expressed as

Here, is the mass of an electron, is Planck’s reduced constant, is the resonant
frequency, and is the charge of the electron. The oscillator strength calculates the probability of
absorbing light, which is then used as a weight to calculate linear optical absorption.

Example: Charge Dynamics in Doped TiO2

Here we briefly describe the results of the spin-resolved nonadiabatic excited state dynamics
applied to study vanadium(IV) substitutionally doped bulk anatase (53). The choice of a model
system in which the vanadium atom replaces the titanium atom, in addition to the practical interest
of describing a real photocatalyst (54–58), is also due to its methodological convenience. Since
vanadium is following titanium in the periodic table, being placed in the titanium oxide host lattice
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leads to one unpaired electron in a doublet ground state, which will facilitate the modeling and
interpretation of the data obtained.

The results show that a difference in the electronic structure for α and β spin components
determines consequences in optical excitations and electronic dynamics pathways experienced by
electrons with α and β spin projections. Specifically, the lone occupied V 3d α-orbital increases the
range of absorption and defines the rates and pathways of relaxation for both holes and electrons
with α-spin projection. Optical excitations involving occupied V 3d α-orbital are responsible for IR-
range absorption, followed by nonradiative relaxation. Certain transitions involving orbitals of α-spin
component occur in the visible range and induce localization of a negative charge on the V ion for an
extended time period. The slower nonradiative relaxation rate of α-excitations is rationally explained
as a consequence of difference of electronic structure for α and β spin projections and specific pattern
of energy levels contributed by doping. Specifically, excitations involving orbitals with α-projection
of spin experience transitions through larger subgaps in the conduction band compared to the ones
experienced by similar excitations involving orbitals with β-projection of spin.

Figure 1. Schematic representation of excitation (A) and relaxation (B) pathways for α and β electron
components in vanadium-doped titania. Energies of KS orbitals are represented by bars, electrons occupying

such orbitals are symbolized by short up and down arrows for α and β electrons. Character of orbitals is
labeled. (A) Possible optical excitations are represented by red straight, solid lines and labeled by roman

numerals i−iv, as introduced in the text. (B) Possible nonradiative relaxation pathways are symbolized by
dashed wavy arrows. Hole relaxation has been excluded due to triviality. A β-hole will relax quickly to the

HO as all VB states are O 2p. Different excitations are marked by lower case roman numerals correlating to
eqs 34-36, while relaxation pathway steps are indicated with upper case roman numerals. An α-hole will

likely relax quickly through the O 2p states of the VB and stall at the energy jump to the single V state (HOα
). Reproduced with permission from reference (33). Copyright 2016 American Chemical Society.

Figure 1 shows the schematic representation of spin unrestricted band structure composed of
α and β states for the studied model. As expected, there is only one V 3d orbital occupied by an
electron in the ground state configuration, which is in the α set of energy bands. Additionally, four
sets of bands are identified, listed from lowest to highest energy: O 2p, V 3d, both hybridized Ti/V
and solely Ti 3d intermixed. Energies of orbitals of V/Ti and Ti character are arranged in subsequent
order, with V/Ti being “sandwiched” between Ti and V. These are visualized in Figure 2, which
shows the density of states along with partial charge density representations for each aforementioned
group of energy bands. The details of the brightest optical transitions of each type are presented in
detail in Tables 1 and 2 for alpha and beta electrons, respectively.
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Four optical transitions types are hypothesized to occur and visualized in Figure 1A, with types
iii and iv only allowed for α states; they are listed below along with redox half reactions:

Type i: O 2p to Ti 3d transitions, the only type available in bulk titania,

Type ii: O 2p to V 3d transition

Type iii: V 3d to Ti 3d transition

Type iv: V to V 3d intra-atomic transition, which does not change oxidation state. These d−d
transitions, are expected to be less intense/sensitive to optical perturbations due to the Laporte
selection rule, forbidding transitions, which do not match atomic orbital momentum of Δl = ±1
(59).

Table 1. Computed electronic characteristics for the highest oscillator strength of α-
transitions correlating with peaks in the optical absorption spectrum (Figure 3)

α-transitions and relaxation rates

donor acceptor OS,
Arb. units

Energy,
eV

Ke,
ps-1

Kh,
ps-1

Type i α-optical transitions

A HO-8 LU+3 14.99 3.10 0.198 0.113

B HO-7 LU+3 5.69 3.09 0.198 0.110

C HO-37 LU+6 3.41 4.21 0.243 0.198

D HO-33 LU+27 3.24 4.42 0.276 0.194

E HO-26 LU+5 2.91 4.02 0.234 0.186

F HO-8 LU+2 2.19 2.84 0.347 0.113

Type ii α-optical transitions

G HO-5 LU+1 0.31 2.34 5.551 0.109

Type iii a-optical transitions

H HO LU+2 62.59 0.64 0.347

I HO LU+3 1.38 0.92 0.198

J HO LU+38 0.61 1.76 0.305

K HO LU+6 0.59 1.30 0.243

Based on the formalism described above, the analysis of non-equilibrium electron relaxation
taking into account the spin polarization showed the following. For an α-transition, in general, the
localized charges are longer lived compared to those of β. A longer relaxation, and henceforth charge
separation, increases the likelihood of the charge catalyzing a reaction or being harvested for light
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energy purposes. The longer relaxations for α-holes and electrons are directly related to two things:
the hole trapping HOα-1 state and the larger sub-gap to overcome during electron relaxation.

Table 2. Computed electronic characteristics for the highest oscillator strength of β-
transitions correlating with peaks in the optical absorption spectrum (Figure 3)

β-transitions and relaxation rates

donor acceptor OS,
Arb. units

Energy,
eV

Ke,
ps-1

Kh,
ps-1

Type i β-optical transitions

A HO-8 LU+3 14.18 3.09 1.338 2.532

B HO-8 LU+4 15.14 3.12 0.991 2.532

C HO-32 LU+28 3.84 4.43 0.482 0.600

D HO-37 LU+7 3.40 4.25 0.489 0.576

E HO-21 LU+20 0.75 3.75 0.503 1.922

Type ii β-optical transitions

F HO-13 LU 0.25 2.80 1.518

G HO-4 LU+1 0.25 2.74 4.836 10.142

Figure 2. Electronic structure of V(IV) doped anatase in ground state of doublet configuration. Spin-
polarized density of states for α (top) and β (bottom) states and corresponding partial charge density

isosurface images for certain interval of energy. Filled states and blue (online version) partial charge density
isosurfaces represent occupied states whereas no fill and yellow (online version) partial charge density

isosurfaces represents unoccupied states. There is a general trend of orbital’s character change as orbital
energy increases for both α and β orbitals: O 2p to V to V/Ti to Ti. Density of states for states with α-

projection of spin, however, has one occupied vanadium state in the vicinity of CB that is expected to alter
the energy of electronic states compare to that of β, where all vanadium states are unoccupied. Reproduced

with permission from reference (33). Copyright 2016 American Chemical Society.
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These indicated conflicting properties for the system as a whole. While β-transitions show very
fast relaxation, which could correlate to vanadium being coined as a “recombination center” in
an experimental-based article (58), α-transitions show promising properties as a catalytic material.
One problem with the conflicting results is the α-transitions that show the longest-lifetime localized
negative charge, types i and ii, directly compete for absorption with β types i and ii transitions.
Therefore, it would be very difficult to separate the α- and β-transitions without using polarized light
or magnetic moments in experiment.

Figure 3. Absorption spectrum for the vanadium (IV) doped anatase model along with transition types for
each set of peaks. The peaks attributed to TiO2 are in the range of 200−500 nm and involve both α- and β-

transitions. It is predicted the higher energy peaks are the result of transitions of types i and ii due to larger
transition energy and both α- and β-peaks occurring at equal energy and similar amplitude. Additionally,
low energy absorption peaks attributed to α electrons in the range of 500−1500 nm are shown in inset A.

The largest peak of the system, at about 1900 nm is in inset B and also due to α electrons. All the peaks
greater than 500 nm are due to the lone d electron of V (IV) being excited from HOα and, henceforth, must

be transition type iii or iv. Reproduced with permission from reference (33). Copyright 2016 American
Chemical Society.

Another property to note is the fact that vanadium can act as either an n- or p-type dopant,
where it takes on a negative charge for types i and ii transitions and a positive for type iii transitions.
As β-transitions are all n-type for the dopant V, however, short-lived charge, there is no competing
processes for this interesting property. The transition where V is a p-type dopant is solely due to an α-
transition and the energy difference compared to that of types i and ii transitions is rather significant.
It would allow an experiment to exist, where negative charge on vanadium is created by exciting in the
200−450 nm wavelength range and a positive charge for the 700+ nm wavelengths, thus enabling
control of charge transfer direction by tuning the wavelength of incident light.

While no surface is available for charge transfer to occur in this specific model, it is predicted that
a vanadium (IV) dopant in anatase at or near a surface would embody similar properties mentioned
above. Specifically, for α-transitions, a photo-electrochemical cell ideally could harvest the charge
(negative for types i and ii transitions, positive for type iii) for use in reducing water into hydrogen and
water or other catalytic processes. Additionally, any impurities in the crystal, which cause vanadium
lose an electron or gain an electron would alter the results. Losing an electron would cause the loss of
the lone V 3d electron and theoretically the HOα −1 would no longer be a trapping state.
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Spinor Dynamics

The above approach describes well the relaxation of excitations in systems with open electron
shells when the spin-orbit coupling (SOC) can be neglected and consider the α and β spin states
independently. In some cases, for example, when considering f-f transitions in β-NaYF4: Ln3+ (Ln
= Ce, Pr) crystals (17) or in organic-inorganic perovskites containing heavy elements (15), he SOC
leads to the fact that optical transitions with spin-flip become allowed, which requires further
development of the theory.

The non-collinear spin (NCS) approach refers to computing on the basis of spinor orbitals. This
term addresses the fact that spin vector is allowed to take any orientation, thus expectation values
of magnetization vector may deviate from z-axis by having non-zero mx and my components, while

in regular spin-polarized DFT the magnetization vector . Within the noncollinear
magnetism framework, the spinor KS orbitals (SKSO), , are represented as a superposition of

spin-α and spin-β states and

SKSOs obey the orthonormality condition:

where is the Kronecker-delta function. The spin-orbitals are the eigenvalues of the KS equations
with the Hamiltonian that includes the SOC terms, computed as

where and stand for scalar relativistic and spin-orbit terms, respectively. The term
describes relativistic kinetic energy corrections and describes energy shifts of spin
occupations. The KS equations for components of a spinor orbital read

here and define spin projection, is the spin-dependent external potential, and
is a spin-dependent KS orbital. In the expression for the effective potential (41), the off-diagonal
matrix elements are responsible for the mixing of spin states. When converting them to zero, we
obtain formulas for the above-described case of spin-polarized states with transitions without a spin
flip.
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Similar to Eq. 17, the NACs can be computed using the “on-the-fly” procedure along a nuclear
trajectory as

Using the obtained expression in Eqs. (8)-(10), (18), Eq. (7) can be solved and the obtained
dissipative density matrix predicts the behavior of the observables as described above in the case
without taking into account the SOC. The matrix elements of the transition dipoles in the basis of
two-component spinors are

Further, we apply the developed approach to investigate the roles of surface passivation and
doping on the non-equilibrium charge relaxation in cesium lead perovskite (CsPbI3) nanocrystals
(NC) (15).

In NCS DFT the magnetization vector is constructed from the

magnetization densities as . Total charge density and

are found from SKSO density matrix . Components

within the density matrix are found from is the
occupation number of the ith SKSO and takes values between 0 and 1.

where and are Bohr magneton and Pauli matrices, respectively.
The presented theoretical method allows calculating the evolution of the electronic structure of

the objects under study. Using Eqs (24) and (45), it is possible to analyze the dynamics of filling
of electron orbitals and the distribution of spin density in the systems under study. The former
value corresponds to the change in the degree of oxidation of atoms during relaxation and electronic
excitations; the latter one is responsible for the evolution of the spin distribution. In the case of a
sufficiently strong spin-orbit interaction, a change in the multiplicity of heavy ions is possible, which
can also be quantitatively described.

Example: Charge Dynamics in Pristine and Mn-Doped CsPbI3 Nanocrystals

We use spinor Kohn-Sham orbitals (SKSOs) with spin-orbit coupling (SOC) interaction as
a basis to compute excited-state dissipative dynamics simulations on a fully-passivated CsPbBr3
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nanocrystal (NC) atomistic model. Fully inorganic lead halide perovskite CsPbBr3 NCs are of
interest for optoelectronic and light-emitting devices because of their photoluminescence emission
properties, which can be tuned/optimized by surface passivation and doping. SOC is important
in CsPbI3 because it contains heavy elements Pb and I. To describe the influence of SOCs on the
electronic properties and relaxation processes of excitations, the NCs under study were considered in
the spin-polarized and spinor basis sets.

Figure 4. (a) Geometry-optimized pristine CsPbBr 3 NC constructed from a 2 × 2 × 2 unit cell and
passivated by short-chain carboxylic acid and amine ligands. The pristine NC has an atomistic composition

of Cs8Pb27Br54 + 48 ethylammonium cations + 54 acetate anions. (b) Elements/molecules used to
construct the perovskite NC models. (c) Mn 2+ -doped CsPb1−xMnxBr3 NC which has the same

morphology as the intrinsic NC but with the central most Pb2+ atom substitutionally replaced with Mn2+.
Reproduced with permission from reference (13). Copyright 2016 American Chemical Society.

Construction of the fully-passivated CsPbBr3 atomistic model follows experimental
observations regarding surface termination. It is observed that with decreased CsPbBr3 edge length

the stoichiometry of Pb2+ and Br- increase relative to Cs+, providing a ‘Pb-rich’ surface (60). This
indicates that smaller NCs take on a Pb-Br surface termination which requires a deprotonated oleic
acid to bind to surface Pb2+ and oleylammonium to coordinate to surface Br-. Thus we took the bulk
CsPbBr3 crystal structure, carved out a 2x2x2 unit cell, and coordinated acetate/ethylammonium

ions to surface atoms Pb2+/Br-. Overall, this gives a structure of Cs8Pb27Br54 passivated with 54/48
acetate/ethylammonium ligands for a total of 995 atoms as it is shown in Figure 4. This composition
gives a NC that has an edge length of ~1.5 nm. For the doped NC, the Mn2+ ion substitutionally
replaces the central most Pb2+ atom giving an atomistic configuration of Cs8Pb26MnBr54 with the
same surface passivation configuration as the pristine NC.

Optical properties of considered NCs were computed using Eqs (32),(33),(43) for both intrinsic
and doped NCs under different bases and are shown in Figure 5 with numerical details of the
brightest transitions presented in Table 3. Labels a−c indicate spin-conserving transitions and d-
f indicate spin-flip transitions with alphabetic progression of labels guiding from UV to IR ranges.
Table 3 shows the greatest contributing transition for each of the labeled peaks in Figure 5.
Calculations taking into account the SOC leads to the above narrowing of the width of the optical gap
in comparison with the results obtained without considering it.
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Figure 5. Optical spectra (in arbitrary units) for fully-passivated (a) pristine CsPbBr 3 NC and (b) doped
CsPb1−xMnxBr3 NC. Labels indicating notable optical transitions are described in Table 3. (a) Solid red
line corresponds to KS spectra and the dashed green line corresponds to spinor spectra. The spinor spectra
show lower transition energies because of SOC reducing the band gap. Spinor spectra also show enhanced
onset absorption compared to SR spectra (vertical black dashed lines). (b) Solid red, dashed green, and

dashed-hyphen orange lines correspond to spinor, spin-α, and spin-β spectra, respectively. The inset shows
low-intensity absorption onset for spinor and spin-α spectra. The spinor spectra show earlier onset of
absorption compared to spin-polarized KS spectra. Reproduced with permission from reference (13).

Copyright 2016 American Chemical Society.

The resulting bright optical transitions were used as initial states to consider the relaxation of
the corresponding excitations. The values of Redfield tensor, which depend on NACs, are visualized
in Figure 6 and have values in the range of 10-4 to 50 ps-1. Redfield tensors for both pristine and
doped NCs are shown in Figure 6, respectively. KSO indices i and j are plotted on x-axis and y-
axis with matrix elements Riijj plotted on the z-axis. For the pristine NC, Figure 6a corresponds
to Redfield tensor elements computed using the SR KSO basis and Figure 6b corresponds to the
SKSO basis. SR KSO and SKSO tensor elements show drastically different trends. For the SR KSO
basis, numerical values of tensor elements decrease as they approach the band edge and decrease

continuously closer to the band edge , in accordance with
the gap law (61). The SKSO electronic structure produced twofold degenerate energy states. In this

basis, Riijj elements show a discontinuous stepwise change , where last
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factor alternates between zero and one. The fast Rii,i−1,i−1 transitions occur between degenerate
states ESKSO(i) = ESKSO(i − 1) and slower rates between nondegenerate states ESKSO(i) ≠ ESKSO(i
− 1). Therefore, the tensor elements Rii,i−n,i−n contribute toward relaxation when n > 1. Even
with lower absolute rates of relaxation for the SKSO basis, compared to the SR basis, nonradiative
relaxation to band edges is slightly quicker in the SKSO basis. This can be attributed to the SKSO
basis mixing with a larger number of states which provide a greater number of nonradiative relaxation
pathways, that is, the SKSO Redfield tensor has more off-diagonal elements compared to the KS
tensor.

Table 3. Optical transitions for pristine and doped NCs using different bases (Figure 5)

For the doped NC, it was observed that the hole relaxation rate is 102 faster in the spin-α basis
than in the SKSO basis. This is interesting as the spin-α and SKSO valence bands are basically
identical in atomic orbital composition and in energy differences between states. Non-adiabatic
transitions are generally inversely proportional to the energy difference between states and
proportional to the mixing of states. Because the energetics are the same between the two bases, the
difference must be a result of difference in “spin mixing”. The difference between the spin-α and
SKSO relaxation is in the HO-2→HO-1 and HO-1→HO transitions. A population “bottleneck”
appears in the SKSO basis compared to spin-α. We attribute the “bottleneck” to two factors: (1)
HO-2 to HO-1, or HO, is a low probability spin-flip transition, which is not considered in the spin-
α basis. (2) The HO-1 and HO transition is a transition between Br-4p-hybridized Mn2+ 3d states.
Contributions from mixing between Mn2+ and will be a negligible contribution
to nonradiative relaxation, so the relaxation between HO-1 and HO is driven by the hybridized
Br-4p. Note that in the NCS approach, the direction of spin magnetization may deviate from the
conventionally used z-axis.
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Figure 6. Redfield tensors computed for the fully passivated (a−b) pristine CsPbBr3 NC and (c−e) doped
CsPb1-xMnxBr3 NC. Redfield tensors describe the average coupling of electronic states i (x-axis) and j (y-
axis) along a MD trajectory because of thermal fluctuations. Each Riijj component (z-axis) is proportional

to the rate of transition between states i and j. For the pristine NC, (a) shows greater coupling away from the
band edge and lower coupling near the band edge, whereas (b) shows the opposite trend. Reproduced with

permission from reference (13). Copyright 2016 American Chemical Society.

Conclusion

We introduced the methodology for theoretical description of nonadiabatic charge dynamics in
spin-polarized semiconducting systems. In the simplest case, when SOC can be neglected, electron
states with α- and β projections of the spin onto the quantization axis can be considered
independently. When considering systems with open shells, it is natural to expect that relaxation of
electrons with α- and β will occur differently. This has been confirmed by numerical data in the case
of vanadium doped TiO2, with doublet ground state configuration. It is shown that several classes
of pathways, selected by excitation and spin polarization of α- and β-transitions, have completely
different relaxation dynamics even with similar transition energies. A photon of a given wavelength
can therefore induce two independent and noncoinciding pathways of photoinduced dynamics.

A natural extension of this approach is incorporation of SOC into excited-state nonadiabatic
dynamics simulations using density matrix formalism to describe radiative and nonradiative
relaxation processes. NACs between nuclear and electronic degrees of freedom were computed in
the basis of SKSOs found from NCS DFT. We apply this method to a pristine CsPbBr3 and a Mn2+-
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doped CsPb1−xMnxBr3 perovskite NC to reveal how spin-orbit interaction influences ground-state
electronic/optical properties and excited-state electron dynamics. A new approach demonstrates
NACs computed with SKSOs for the pristine NC provided different trends in non-radiative
relaxation rates. Our results demonstrate that taking into account of SOC is critical in the study of
intraband relaxation.
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	Optical Properties Dependence on Defect Geometry
	Figure 9. Calculated absorption spectra of the pristine (6,5) SWCNT (a), and its functionalized counterpart in ortho L30 (b), ortho L90 (c), ortho L-30 (d), para L30 (e), para L90 (f), and para L-30 (g). The vertical black lines correspond to the optical transitions with the height related to their oscillator strength (values are shown at the right Y-axis). The dashed line indicates the reference point for the energy of the E11 transition in the pristine SWCNT. The numbers above the transitions indicate the number of that transition. Figure reprinted with permission from Ref. 100. © American Chemical Society 2018.
	Figure 10. Transitions of functionliazed (6,5) SWCNTs with (a) ortho L30, (b) ortho L90, (c) ortho L-30, (d) para L30, (e) para L30, and (f) para L-30 defect geometries. The black curves are calculated absorption spectra in vacuum. Vertical lines with symbols of black, red, green, and blue colors represent the lower energy optically active transitions in the E11* band of functionalized SWCNTs in vacuum, heptane, acetonitrile, and water, respectively. The height of the vertical lines corresponds to the values of the oscillator strength of these transitions, shown at the right Y-axis. Triangles depict the lowest energy transitions contributing to the absorption (calculated at the ground state, GS, geometry) and squares the emission (calculated at the optimized excited state, ES, geometry). Figure reprinted with permission from Ref. 100. © American Chemical Society 2018.

	Diversity in Defect Geometry Realized by Experiment
	Figure 11. (a) Corrected calculated emission energies for aryl-functionalized (6,5) SWCNTs with different defect geometries. The transitions coorespond to the defect geometries defined in Figure 12 (b) Ensamble-level photolumumensecence spectrum for (6,5) SWCNTs. Figure reprinted with permission from Ref. 101. © Nature Publishing Group 2018.

	Correction for Computational Errors in Emission Energies
	Figure 12. Illustration of the six different available defect geometries for chiral and zigzag SWCNTs. Each of the six configurations is chemically distinct for all non-zigzag structures and are notated by the +, ++ and − labels (square, triangle and circle symbols, respectively). For the (11,0) zigzag structure, the ortho (++,−) configurations are identical by symmetry, as are the para (++,−) configurations. The dashed lines represent the angle between the two functionalized atoms. Reprinted with permission from Ref. 101. © Nature Publishing Group 2018.

	Influence of Chirality on SWCNT Emission Features
	Figure 13. (a) Computed transition energies for each of six defect geometries in SWCNTs of different chirality, and (b) the experimental photoluminescence spectra for aryl-functionalized SWCNTs of different chiralities. Figure reprinted with permission from Ref. 101. © Nature Publishing Group 2018.
	Figure 14. π-orbital mismatch for each unique type of bond for both (a) chiral (6,5) SWCNTs and zigzag (11,0) SWCNTs. Because the bonds in these classes of systems form different angles with respect to the SWCNT axis, their oribal mismatch also is distinct. This leads to changes in reactivity of the different types of bonds. Figure reprinted with permission from Ref. 101. © Nature Publishing Group 2018.
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	Understanding the Electrochemical Reduction of Carbon Dioxide at Copper Surfaces
	Introduction
	Product Distribution on Cu Surfaces in CO2 Reduction
	Figure 1. The current/faradaic efficiency of different products detected on (a) polycrystalline Cu electrode and (b) Cu2O-derived Cu electrode at different potentials. (a) is reprinted with permission from ref 17 and (b) is reprinted with permission from ref 18. Copyright @ 2012 Royal Society of Chemistry and 2017 American Chemical Society.

	Early Bifurcation between the Formation of CO and HCOO-
	Figure 2. (a) Volcano plot showing the partial current density for CO formation as a function of *COOH binding energy; (b) volcano plot showing the partial current density for HCOO- formation as a function of *OCHO binding energy; (c) operando Raman spectroscopy on active-CuxS and (d) desulfurized-CuxS catalysts at different potentials in CO2-saturated 0.1 M KHCO3 electrolyte. (a) and (b) are reprinted with permission from ref 29; (c) and (d) are reprinted with permission from ref 30. Copyright @ 2017 American Chemical Society and 2018 American Chemical Society.
	Figure 3. (a) Faradaic efficiency for the formation of different product during CO2 electro-reduction on polycrystalline Cu in 0.1 M KOH; (b) operando infrared spectra recorded after stepping the Cu thin film electrode to -0.6 V vs. RHE in CO2 pre-purged 0.1 M KHCO3; (c) operando Raman spectroscopy of an oxide-derived Cu catalyst at -1.0 V vs. RHE in 0.1 M KHCO3, the right panel shows simultaneously obtained chronoamperogram. (a) is reprinted with permission from ref 34.Copyright @ 2018 American Chemical Society. (b) is reprinted with permission from ref 36. Copyright @ 2018 American Chemical Society. (c) is reprinted from ref 27. Copyright (2018) under the Creative Commons Attribution 4.0.

	Reaction Pathways toward the Formation of Hydrocarbons and Alcohols
	Pathway to the Formation of C2H4
	Figure 4. (a) The formation of C2H4 and CH4 on Cu (100) in different electrolytes and (b) operando IR spectroscopic evidence of adsorbed protonated CO dimer.(a) is reprinted with permission from ref 39 and (b) is reprinted with permission from ref 41. Copyright @ 2012 American Chemical Society and 2017 Wiley-VCH Verlag GmbH & Co, KGaA, Weinheim.

	Pathway to the Formation of C2H5OH
	Figure 5. (a) Faradaic efficiency of ethanol and ethanol/ethylene ratio in CuxZn catalysts as a function of Zn amount; (b) faradaic efficiency of ethanol and surface Ag amount in different CuAg catalysts; (c) a proposed ‘insertion’ mechanism for the formation of ethanol. (a) and (c) are reprinted with permission from ref 35 and (b) is reprinted with permission from ref 44. Copyright @ 2016 American Chemical Society and 2017 American Chemical Society.

	Pathway to the Formation of n-C3H7OH
	Pathway to the Formation of CH4
	Overpotential-Dependent Selectivity
	Effects of Applied Potential on the Selectivity of Cu
	Figure 6. (a) Faradaic efficiency of ethylene, methane and formate on different copper single crystals at different potentials; (b) the selectivities of 20 different Cu catalysts reported by 11 different research groups at different applied potentials. Reprinted from ref 27. Copyright (2018) under the Creative Commons Attribution 4.0.

	Proposed Mechanism of CO2 Reduction to Different Products
	Figure 7. Proposed mechanism for the formation of HCOO-, CO, CH4, C2H4 and C2H5OH. Reprinted from ref 27. Copyright (2018) under the Creative Commons Attribution 4.0.
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	Effect of Competitive Adsorption at the Interface between Aqueous Electrolyte and Solid Electrode
	1 Introduction
	2 Studying Water−Solid Interfaces and Competitive Adsorption
	3 Competitive Adsorption at Water−Oxide Interfaces
	Figure 1. D2O TPD spectra (m/e = 20) from varying precoverages of D2O on a TiO2(110) surface. The lower portion is for sub-monolayer precoverages of D2O, whereas the upper portion is for precoverages above 1 monolayer. Adapted with permission from ref. 24. Copyright (2003) American Chemical Society.
	Figure 2. (a) Snapshot of the H2O(l)/TiO2(110) interface at 350 K. Water molecules adsorbed on 5-fold coordinated Ti sites have increased radii. (b) Water density as a function of height above the 5-fold coordinated Ti atoms in the surface. The density from two separate AIMD runs are shown. Adapted with permission from ref. 26. Copyright (2015) American Chemical Society.
	Figure 3. HCl adsorption at (a) the TiO2(110) surface under UHV conditions and at (b) the H2O(l)/TiO2(110) interface. Catechol adsorption at (c) the TiO2(110) surface under UHV conditions and at (d) the H2O(l) / TiO2(110) interface. The destabilization of the adsorption energies between (a) and (b) and between (c) and (d) is due to competitive adsorption, where adsorption of HCl requires displacement of one H2O molecule and adsorption of catechol requires the displacement of two H2O molecules from the H2O(l)/TiO2(110) interface. Adapted with permission from ref. 26. Copyright (2015) American Chemical Society.
	Scheme 1. (a) Illustration of the HCl adsorption reaction at the H2O(l)/TiO2 interface. The reaction is modeled with AIMD and has an adsorption energy of ΔE = -0.6 eV. (b) Illustration of H2O desorption under UHV conditions, H2O(g) condensation (the condensation energy is known from experiments), and HCl adsorption under UHV conditions. The three reactions of (b) constitute a good approximation for the full reaction of (a), i.e. ΔE ≈ ΔE1 + ΔE2 + ΔE3.

	4 Competitive Adsorption at Water−Metal Interfaces
	Figure 4. (a) Snapshot of the H2O(l)/Pt(111) interface. The two water molecules adsorbed on the surface at this particular time in the AIMD simulation are highlighted with increased radii. (b) Average atomic density as a function of height above the Pt(111) surface. Dashed lines show the O and H atomic densities in bulk liquid water. Reproduced with permission from ref. 34. Copyright (2018) The Royal Society of Chemistry.
	Figure 5. Side view (snapshot) of the H2O(l)/Pt(111) interface and average atomic density as a function of height above the Pt(111) surface for (a) one H*, (b) four H*, and (c) 5H* + H+(aq) + e-. Surface bound species are depicted with increased radii, and H* and H+ are colored yellow. Reproduced with permission from ref. 34. Copyright (2018) The Royal Society of Chemistry.
	Figure 6. (a) The adsorption enthalpy (ΔEwater layer) of a water layer (four water molecules) in two different orientations as a function of the applied field (lower x-axis) and estimated electrostatic potential (upper x-axis). Red is the water with hydrogen pointing up away from the metal surface and black is the water with hydrogen pointing toward the surface. Reproduced with permission from ref. 15. Copyright (2006) American Chemical Society. (b) Coverage (θ) vs. potential (E) plot for n-butanol adsorption on platinum electrodes as measured with radiotracer (RT) and FTIR spectroscopy. Reproduced with permission from ref. 18. Copyright (1992) Elsevier.
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	Atomistic Simulations of Plasmon Mediated Photochemistry
	Introduction
	Figure 1. a) Excitation of LSP. b) Hot electron-hole pairs generation from the decay processes of the LSP. c) hot-carriers relaxation via electron-electron and electron-phonon scattering. d) Heat dissipation to the environment via thermal conduction. e-f) Excitation mechanisms of molecules adsorbed on the metal surfaces: e) direct charge transfer (black arrow), f) direct intramolecular excitation enhanced by local field of LSP (red arrow) and indirect charge transfer (blue arrow).

	Atomistic Study of Plasmonic Hot-Carrier Mediated Photochemical Reactions
	Computational Approach
	Figure 2. H2 dissociation rate (defined as the inverse of time required for splitting the H-H bond when its length reaches 2.0 Å) as a function of laser intensity. According to the plot, a critical laser intensity is required to observe H2 dissociation. The rate is defined as vanishing if dissociation is not observed within 100 fs. Besides, the rate is linearly dependent on the laser intensity when it is larger than 4 mW/Å2. The blue line is a linear-fit of rate for laser intensity larger than 4 mW/Å2.

	Plasmonic Hot-Carrier-Induced H2 Dissociation on the NP Surface
	Figure 3. (a) Schematic diagram of H2 molecule adsorbed on the NP surface. The electric field is in x direction. (b) Bonding and (c) antibonding (AB) wave functions of H2 in the x–z plane. Panel c indicates that (1) the AB state is 1.48 eV above the Fermi energy, which offers the possibility of transferring the hot-electron generated in the metallic NPs to the AB state; and (2) the AB WF is hybridized with the NP, which can facilitate the hot-electron transfer. The red circle indicates the surface of the NP. (d) LDOS of H2 adsorbed on NP surface. The dashed line indicates the Fermi energy (shifted to 0) of the NP + H2 system with equilibrium H–H bond length. The evolution of peaks in LDOS for different H–H bond lengths roughly reflects the PES of the H2molecule. (e) Absorption spectrum of NP and NP-H2.
	Figure 4. (a) Real-time dynamics of H2 bond length with and without NP. For the case of H2 alone, the excitation frequency is 2.53 eV. By coupling to the NP, plasmonic hot-carrier mediated induced chemical reaction is observed. (b) Time evolution of charge around H2 after photoexcitation with different frequencies.
	Figure 5. Induced charge (in unit of 10−4 e) distribution for (a) single NP and (c) NP dimer (d = 1.59 Å); Profile of field-enhancement for (b) single NP and (d) NP dimer. The single NP enhances the field at both ends of the NP in the direction of the external field. The NP dimer can generate hot-spots in the gap, and the field enhancement in the dimer gap is also found to be larger than that near the surface of the single NP (except for 2.93 eV).

	Tunable H2 Dissociation in the Plasmonic Dimer
	Figure 6. Bond dynamics of H2 in plasmonic dimer with different distance. H2 dissociation in a dimer of a pair of 1.9 nm NPs with different distances (for D = 1.59 Å): monomer (black), d = 1.59 Å (green), d = 3.70 Å (cyan), d = 5.82 Å (blue), d = 7.94 Å (brown), d = 10.05 Å (purple), d = 12.17 Å (red), and D = d = 5.82 Å (gray). Photochemical reaction for d = 1.59 Å is significantly suppressed. Tuning the distance d can affect the dynamics of H2 in the plasmonic dimer.
	Figure 7. Charge of H2 on the surface of single NP (black) and in plasmonic dimer with different d: d = 1.59 Å (blue) and d = 12.17 Å (red). In general, the larger distance increases the charge accumulation on the H2 molecule. For d = 1.59 Å, the hot electrons transferred from the left NP quickly transfer to the right NP, which reduces the net charge accumulation on H2. Thus, the photochemical reaction is getting suppressed.
	Figure 8. (a-d) Time evolution of charges on NPs for d = 0 (blue for the left NP, green for the right NP) and d = 12.17 Å (red for the left NP, black for the right NP). The charges for the d = 12.17 Å are shifted by 4 e for clarity. The evolution of charges on the two NPs indicates there is significant charge transfer for the case of d = 1.59 Å .
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	Modeling of Photooxidative Degradation of Aromatics in Water Matrix: A Quantitative Structure−Property Relationship Approach
	1 Introduction
	2 Experimental Datasets of Chemicals
	3 Computational Methods
	Figure 1. Simplified degradation pathway of studied aromatics by UV/H2O2 process. Reproduced with permission from reference 39. Copyright 2019 Elsevier.

	4 Discussion
	4.1 Determination of the Second Order Reaction Rate Constants
	Figure 2. Photooxidative degradation of DCF in water: A) removal rates by UV-C/H2O2 process, B) removal rates by UV-C/S2O8, 2− process, C) the observed first-order rate constants for both photooxidative processes, and D) determination of the second-order rate constants using p-CBA as a reference compound. Reproduced with permission from reference 48. Copyright 2019 Elsevier.

	4.2 Structural Features Influencing the Second Order Reaction Rate Constants
	Figure 3. Observed vs. predicted values for log() and log() for the entire set of compounds 32 calculated by 3-variable models 5 and 6 ((A) and (B), respectively). Reproduced with permission from reference 48. Copyright 2019 Elsevier.

	4.3 QSPR modeling for the prediction of SUVA254 parameters
	Figure 4. Plots of observed and predicted values for SUVA254 parameter for the entire set calculated by corresponding 3- (Eqn. 5) and 4-variable (Eqns. 6, 7) models [initial compounds (t0) (A), and their degradation by-products (t1/2 and t3/4) (C and E, respectively)], and the determination of Applicability Domain of selected 3- and 4-variable models through Williams plot [initial compounds (t0) (B), and their degradation by-products (t1/2 and t3/4) (D and F, respectively)]. Reproduced with permission from reference 49. Copyright 2019 Elsevier.

	4.4 QSPR modeling for prediction of SUVA280 parameters.
	4.5 Modeling of structure-dependent parameters introduced in mechanistic model (MM) using QSPR
	Figure 5. Plots of observed and predicted z (A), u (C) and w (E) structure-dependent parameters for the entire set (29 compounds) calculated by corresponding 4-variable models, and Williams plots for 4 variable models predicting z (B), u (D) and w (F) structure-dependent parameters. Reproduced with permission from reference 39. Copyright 2019 Elsevier.

	4.6 Prediction of rate constants for radical degradation of aromatic pollutants in water matrix
	Figure 6. A plot of observed and predicted log(k) values for the dataset. (A) Training set, 4-variable model 14 and (B) test set, 4-variable model 14, (outliers are marked with triangles). Reproduced with permission from reference 38. Copyright 2019 Elsevier.
	Figure 7. A histogram plot of substituents influence on degradation rate for some representative benzene derivatives, [‘‘←” is the +inductive effect of substituent (electrondonating groups), ‘‘→” is -inductive effect of substituent (electron-acceptor groups)]. Reproduced with permission from reference 38. Copyright 2019 Elsevier.
	Figure 8. Workflow of applied combined computational and experimental methodology utilized in studies discussed in this review.
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	Physical Properties of Conjugated Nanopore Materials
	I Introduction
	Figure 1. 2D structures of (a) g-C2N with three nitrogenated benzene rings on a side of the unit cell and (b) X-aza-CMP (X = H) with five nitrogenated benzene rings on a side of the unit cell.
	Figure 2. (a) Methanoic and (b) ethanoic acids.
	Figure 3. Two layers are connected by the methanoic acid group with the hydrogen bond formation.
	Figure 4. Left figure depicts a methane molecule, CH4. The right figure shows a general molecule with the different substitution groups. In particular, R=H, CH3, and C2H5.
	Figure 5. Fe-Porphyrin subunit of heme B.
	Figure 6. The three large yellow spheres denote iron atoms in the unit cell while the four blue spheres bonded to each iron atoms denote nitrogen atoms. The structure with one iron and four nitrogen atoms resembles the ferro-porphyrin molecule shown in Figure 5.

	II Computation Details
	III Results and Discussion
	(a) Electronic and Optical Properties
	Figure 7. Electronic band structure for a g-C2N material. The dominant atomic orbitals contributions are shown for the CBM, VBM, and some other valence bands.
	Figure 8. Electronic band structure for (a) F-aza-CMP and (b) Cl-aza-CMP. The dominant atomic orbitals contributions are shown for the CBM, VBM, and some other valence bands.
	Figure 9. Electronic band structure for I-aza-CMP (a) without and (b) with the spin-orbit coupling. The dominant orbital contributions to the bands are shown by the arrows for the CBM, VBM, and some other bands. The insections demonstrate that the SOC removes the degeneracy in the valence band but the splitting is very small to be 50 meV.
	Figure 10. Band structures for (a) 2D aza-CMP, (b) 3D aza-CMP with a methanoic acid connecting groups, and (c) 3D aza-CMP with an ethanoic acid connecting groups.

	(b) Density of States
	Figure 11. Partial density of states for g-C2N, aza-CMP, and X-aza-CMP with different halogen substituents. The dotted lines define the band edges. For each material the contribution from the substituent (X = H, F, Cl, I) is shown in the red color. The mutual contribution from the C and N atoms in the ring presented in the insertion, is shown in other colors.
	Figure 12. Absorption spectra for g-C2N calculated in the sTDA and IPA, and X-aza-CMP ( calculated in the sTDA) for X=H, F, Cl, and I substituents. The dotted lines correspond to the position of the first absorption peaks.
	Figure 13. Effective masses calculated at the Γ-point for g-C2N, aza-CMP (the two different masses correspond to the doubly degenerate HOMO valence band), and X-aza-CMP.
	Figure 14. Density of states for iron porphyrin aza-CMP.

	(c) Molecular Transport in 3D Tubes
	Figure 15. Schematic picture of molecular tunneling along the tube. The three images in the lower half depict the tunneling of a molecule through one layer of the 3D stacked aza-CMP. Red ions are the connecting group atoms, grey ions are the aza-CMP atoms, and green ions are the tunneling molecules.

	(d) 2D Ferromagnetism
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	Photo-induced Charge Separation and Photoredox Catalysis in Cerium-Based Metal–Organic Frameworks
	Introduction
	Figure 1. Schematic view of pristine UiO-66. The primitive cell is indicated by a blue background. The six metal atoms are labeled with numbers and are identical for single-metal UiO-66 MOFs. Metal, H, C, and O atoms are in yellow, light pink, brown, and red, respectively. This color scheme is used throughout this chapter.

	Computational Details
	Periodic Calculations
	Figure 2. BDC, BDC-X, and BDC-2,5-X linkers. The functionalized BDC linkers are discussed in the Linker Functionalization subsection in the Electronic Structure section.

	Cluster Calculations
	Band Alignment
	Electronic Structure
	Scheme 1. Two possible cases of LMCT processes in MOFs with photo-excited linker (note that MOF linkers are capable of harvesting light). HOLO, LULO, and LUNO represent highest occupied linker orbital, lowest unoccupied linker orbital, and lowest unoccupied node orbital, respectively.

	Pristine UiO-66(M6)
	Figure 3. Total (black) and projected (red and blue) density of states of the pristine UiO-66(M6) with M = Zr, Ti, or Ce. The unoccupied Zr 4d orbitals, Ti 3d orbitals, and Ce 4f orbitals are highlighted with a yellow background. The Eabs and ELMCT for each case are labeled. EHOCO is the energy of the HOCO (i.e., HOLO for these three cases).

	Linker Functionalization
	Metal Doping
	Photoredox Possibilities
	Figure 4. Band alignment of UiO-66(Ce6)-I, UiO-66(Ce2Zr4)-L with L = 2,5-I, I, OH, and 2,5-Br, and UiO-66(Ce2Ti4)-L with L = I, 2,5-NO2, OH, and 2,5-Br. For each case, the HOCO and the LUCO are on the functionalized linker and the Ce, respectively, and their vacuum aligned energies (white numbers) are given. The energies corresponding to the redox potentials for water splitting (at pH = 7 and T = 298.15 K) are represented by red and blue dashed lines.
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	Excited State Electronic Structure of Single-Site Vanadium Oxide Photocatalysts Supported on Mesoporous Silica
	Introduction
	Method
	Figure 1. VO4/MCM-41 molecular structure showing region treated with density functional theory (ball and stick) and molecular mechanics (wireframe). Atom colors: vanadium (gray), silicon (yellow), hydrogen (white), oxygen (red) atoms shown. Panel A shows the density functional theory region embedded within the molecular mechanics region. Panel B shows the density functional theory region with hydrogen atoms satisfying valencies resulting from truncation in the ONIOM model.

	Results and Discussion
	Nuclear Structure of VO4/MCM-41 Photoactive Site
	Figure 2. Kohn-Sham orbital isosurfaces plotted at 0.02 a.u. involved in the electronic transitions from the ground state to the first six excited states in VO4/MCM-41 cluster as computed with TD-DFT. Orbitals above the dashed line are occupied in the ground state, while orbitals below the dashed line are virtual in the ground state. See table 2 and text for details on orbital contributions to individual transitions.

	Electronic Structure Description of VO4/MCM-41 Photoexcitations
	Figure 3. Largest amplitude natural transition orbital isosurface plots (0.02 a.u.) of the electronic transitions from the ground state to the first six excited states in VO4/MCM-41 cluster as computed with TD-DFT. Natural transition orbital amplitude value shown for each transition.

	Electronic Relaxation Pathways upon Photoexcitation
	Figure 4. Isosurface of the density difference at ±0.0004 a.u. between the ground state and the first six excited states of VO4/MCM-41 cluster as computed with TD-DFT. Ciofini’s DCT charge transfer diagnostic for each transition is shown in parentheses.
	Figure 5. Relaxed scan along terminal oxygen-vanadium bond stretch coordinate on S0 showing with excited states determined at each geometry using time-dependent density functional theory. Black circles show singlet electronic states and grey triangles show triplet electronic states.
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