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пpeдстaвлeниe, для того чтобы, подpобно ознaкомиться с гpaфичeской инфоpмaциeй по дaн-

ному вопpосу. 

Для кaждого докумeнтa, который хpaнится в бaзe знaний, имeются кaтaлоги с гpaфичeскими 

фaйлaми докумeнтa. Это безусловно увeличивaeт тpeбовaния к объeму пaмяти компьютepa.  

Нa pисунке 5 пpeдстaвлeн eщe один пpимep зaпpосa к бaзe знaний и отвeтa систeмы. 

 
 

Pисунок 5 – Отвeт систeмы нa зaпpос пользовaтeля «Холодильнaя кaмepa» 

 

В рeзультате выпoлненной рaботы сoздано спeциальное прoграммное обeспечение, 

котoрое автoматизирует oперации включения пoнятий в онтoлогию предметной области. 

Прeдлагаемое решeние умeньшает кoличество операций, выпoлняемых вручную экспeртом 

предметной области в процессе создания онтологии, исключает влияние субъeктивности 

экспeрта и нeoбходимость принятия 9 интуитивных рeшений при включении нoвых пoнятий 

в онтoлогию[2]. Указанные свойства повышают потребительские кaчества и расширяют 

вoзможности прoграммных средств, испoльзуемых для пoстроения онтoлогии прeдметной 

oбласти, в случae примeнения в них рaзрaботaнного методa. 

 Заключение: Сoзданные онтoлогические мoдели и бaзы знаний тeпловоза, a 

тaкже прoграммные срeдства стaнут оснoвой для пoстроения систем ceмантически oриенти-

рованного дoступа к инфoрмационным рeсурсам, включaя нaвигациoнные и пoисковые 

систeмы, электрoнные oбучающие систeмы (в частнoсти, симуляторы тeпловозов), кoторые 

испoльзуют онтoлогическое структурирoвание элeменты знaний и учeбные oбъекты, инфoр-

мационные системы научно-исследовательских целей, обеспечивающие построение единой 

концепции, согласованной между моделью предметной области и базами данных специали-

стов. 

 
Список использованных литератур: 
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puter linguistics, tuning methodology tools, as well as the questioning, diagnosis and classification 

of training needs. 

To develop the educational program Erasmus + we have analyzed the educational programs 

of foreign universities and institutions. And it was clear that, although the content of their educa-

tional programs of some universities relate to computer linguistics, but are called differently. 

Based on the questioning of potential employers and the analysis of educational programs on 

computer linguistics of various universities, a list of competencies and disciplines was defined for 

the creation of a draft curriculum on computer linguistics.  

Presented here is a master's educational program "Computer Linguistics", implemented under 

the Erasmus + project. 

Key words: educational programs, computational linguistics, Mathematical Foundations of 

Computer Linguistics,  Semantic analysis of texts,  Methods of speech synthesis 

 

1. Introduction 

Modern computer linguistics covers subjects, related to automatic analysis of natural lan-

guage. At first, These includes  machine translation, information retrieval, voiced data entry, emo-

tional analysis of texts and messages, etc. Second, the creation of educational and reference lan-

guage resources, experimental tasks in the field of language theory. Third, the development of vari-

ety of applications that rely on language data. 

Computer linguistics is necessary in startups, developing new linguistic technologies - for ex-

ample, to create robots, understanding speech and responding in natural language, to automatically 

recognize emotions in the texts of users of social networks; in companies, engaged in processing 

large amounts of unstructured text data. 

Currently, specialists in computer linguistics are very much in demand in the largest compa-

nies, involved in development in the field of linguistics. In Central Asia, educational task of training 

such personnel is quite new, and it became apparent only recently in connection with the rapid de-

velopment of artificial intelligence. At the same time, there are no educational programs for targeted 

mastering in the field of computer linguistics, which proves again the obvious relevance of the mas-

ter's educational program on computer linguistics, implemented under the Erasmus+ project, which 

includes the following member universities: 

 

1. University of Santiago de Compostela, USC 

2. Universityof a Coruña, UDC 

3. Τechnological Educational Institution of Athens, TEIATH 

4. UniversityofPorto, U.PORTO 

5. Adam Mickiewicz University in Poznań, AMU 

6. UrgenchStateUniversity, UrSU 

7. Samarkand State Institute of Foreign Languages, SamSIFL 

8. Tashkent State University of the Uzbek language and literature, TSUUL 

9. NationalUniversityofUzbekistan, NUUz 

10. Republican State Enterprise operating under the right of economic management 

A.BaitursynovKostanay State University of   Ministry of Education and Science of the Republic 

of Kazakhstan,    KSU 

11. L.N. Gumilyov Eurasian National University,  ENU 

12. Al-Farabi Kazakh National University, KazNU[1].  

 

In Kazakhstan, the classifier of specialties for higher education does not include specialty 

"Computer Linguistics", but at L.N. Gumilyov ENU, since 2013 the training path "Computer 

Linguistics" has been developed and implemented within the framework of educational programs 

for bachelor's specialties - "5В060200-Informatics" and magistracy - "6М060200-Informatics". For 

that  we conducted a survey of representatives of employers of specialists in the field of 

computer linguistics, studied educational programs on computer linguistics of foreign universities. 



154 
 

 

2. Questioning of employers of specialists in the field of computer linguistics 

 

In order to find out the employers' opinion about the prospective competencies required for 

specialists in the field of computer linguistics, we conducted a questionnaire using the following 

application: 

https://docs.google.com/forms/d/e/1FAIpQLScT6iJA5e-

iYKIC4mAIzcF_sMch77CRylhGUwmi 

_FQ1afiRWA/viewform?c=0&w=1&usp=mail_form_link 

 

The purpose of the questionnaire is to determine the competencies and needs of specialists in 

the field of computer linguistics based on interviewing potential employers. 

The result of the questionnaire: the definition of the list of competencies and the needs of spe-

cialists in the field of computer linguistics. 

 

3. Analysis of educational programs on computer linguistics of foreign universitie 

          The purpose of the analysis of educational programs is to determine the level of 

education and the list of disciplines that provide these level. The result of the analysis of 

educational programs is the definition of a list of disciplines on the basis of an analysis of the 

content of international educational master's programs in the field of computer linguistics. 

Training of national cadres in the field of computer linguistics should be carried out through 

the development and implementation of quality educational programs based on the study of 

international experience in the development and implementation of educational programs in 

computer linguistics, tuning methodology tools, as well as the questioning, diagnosis and 

classification of training needs. 

To develop the master's educational program "Computer Linguistics", implemented by the 

Erasmus+ project, we analyzed the educational programs of the following universities and 

institutes: 

 

Table 1 - List of disciplines in Computational Linguistics 

№ Country, name 

university, Web-

site 

Disciplines 

1.  RGGU 

Russian State 

University for the 

Humanities, 

www.rggu.ru 

Introduction to fundamental linguistics 

Typology, comparativistics, areal linguistics 

Modern syntactic theories 

Case and experimental methods in semantics 

Introduction to Computational Linguistics 

Computer Sociolinguistics 

Mathematical Foundations of Linguistics 

Statistical models in linguistics 

Methods of artificial intelligence in Computational Linguistics 

Programming of linguistic tasks 

Linguistic annotation / markup 

Specialized linguistic databases 

Methods for evaluating AOT systems 

Models and methods of Computational Linguistics 

Classification methods and machine learning 

Linguistic basis of machine translation 

Computer Parsing 

Analysis of oral speech 

http://www.rsuh.ru/
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2.  SPbSU 

St. Petersburg 

University, 

spbu.ru 

Methods and models of ontological engineering 

Methods of knowledge engineering in humanitarian research 

Text understanding systems 

Text analysis models and their software implementation 

Statistical methods in language engineering 

Hull methods in language engineering 

Linguistics of the text and theory of verbal communication 

Languages and standards for describing information resources 

Expert systems and methods of inductive generalizations 

Methods of decision support 

Methods of software implementation of intelligent information technologies 

Mathematical modeling in data processing technologies 

Methodology and technology of designing information systems 

Information Society and Problems of Applied Informatics 

Business English 

Philosophical problems of science and technology 

3.  HSE 

High School of 

Economics 

Computational 

Linguistics 

Linguistic data: quantitative analysis and visualization 

Introduction to Linguistics 

Mathematics 

Formal models in linguistics 

Functional and cognitive models in linguistics 

Computational Linguistics 

Programming (Python) 

Analysis of linguistic data: quantitative methods and visualization (taught in Eng-

lish) 

Mathematical foundations of Computational Linguistics 

Machine learning 

Experimental Linguistics 

Database 

Ontologies and semantic technologies 

Digital Humanitarian Technologies: Resources, Tools, Case Studies 

Designing of linguistic resources and systems 

4.  MPhTI 

Moscow 

University of 

Physics and 

Technology, 

mipt.ru 

Mathematical Foundations of Linguistics 

Statistical models in linguistics 

Introduction to fundamental linguistics 

Typology, comparativistics, areal linguistics 

Russian corpus grammar 

Introduction to Computational Linguistics 

Computer Sociolinguistics 

Modern syntactic theories 

Typology of grammatical categories 

English for professional communication 

Models and methods of Computational Linguistics 

Data structures and basic algorithms 

The main algorithms of linguistic analysis 

Analysis of oral speech. 

Corpus linguistics: building and using enclosures 

Classification methods and machine learning 

Computer models of discourse 

Linguistic basis of machine translation 

Formal models and resources of world languages 

Linguistic annotation / markup 

Methods for evaluating AOT systems 

Computer parsing. 

Methods of artificial intelligence in Computational Linguistics 

Application Packages for Linguistic Studies 

Specialized linguistic databases 

Linguistic support of the tasks of document analysis 

Automatic assessment of the complexity of texts 
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5.  ITMO (St. Peters-

burg) 

St. Petersburg 

National Research 

University of 

Information 

Technologies, 

Mechanics and 

Optics, ifmo.ru 

Information Technology: 
• System analysis and modeling of information processes and systems; 

• Designing information systems; 

• Organization of design and development of distributed systems software; 

• Organization of software design and development for embedded systems; 

• Software testing; 

• Quality management software development. 

Speech technologies: 
• Digital signal processing; 

• Digital processing of speech signals; 

• Mathematical modeling and decision theory; 

• Pattern recognition; 

• Recognition and synthesis of speech; 

• Recognition of the speaker (speaking by voice); 

• Multimodal Biometric Systems. 

6.  University of Ox-

ford 

http://www.ox.ac.

uk 

Analysis of functional and structural data images of the brain. 

Physiological neuroimaging. 

Brain disorders. 

Diffusion of the image. 

Speech and the brain. 

Visualization. 

Neurodegeneration. 

Cognition. 

Psychiatry 

7.  University of Cali-

fornia, Los Ange-

les (UCLA) 

http://www.ucla.e

du 

Phonetics. 

Phonology. 

Syntax. 

Semantics. 

Psycholinguistics. 

Matlingvistics. 

Historical linguistics. 

African, Indian languages. 

8.  Harvard Universi-

ty 

https://www.harva

rd.edu 

Fundamental studies of the speech apparatus and speech functions. 

Clinical studies of human voice and speech abnormalities. 

Mechanics, biophysics, physiology and / or molecular biology of the middle and 

inner ear. 

Acquired or congenital abnormalities of the mechanisms of hearing. 

Neurophysiological or modeling approaches in the study of nerve cells and cir-

cuits underlying auditory processing. 

Neurovisual studies of the mechanisms of tinnitus. 

Cognitive neurobiology of language signal processing. 

Design, development and improvement of the hardware and software system for 

hearing aids, ear implants, vestibular prostheses or algorithms for automatic 

speech recognition. 

9.  Cambridge Uni-

versity 

https://www.cam.a

c.uk 

Acoustic modeling (statistical models). 

Fundamental research in machine learning. 

Optimize dialogue using reinforcement learning. 

Recognition on large dictionaries. 

Pattern recognition. 

Speech recognition on mobile devices. 

Dictator independence and noise cancellation. 

Dialog systems and VoiceXML. 

Statistical language modeling. 

Statistical machine translation. 

Processing and transcription of recognized speech 

10.  Carnegie Mellon 

University 

https://www.cmu.

edu 

User Interface Software 

Cognitive models. 

Speech recognition. 

Understanding of natural language. 

http://www.ox.ac.uk/
http://www.ox.ac.uk/
http://www.ucla.edu/
http://www.ucla.edu/
https://www.harvard.edu/
https://www.harvard.edu/
https://www.cam.ac.uk/
https://www.cam.ac.uk/
https://www.cmu.edu/
https://www.cmu.edu/
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Computer graphics. 

Handwriting recognition. 

Visualization of data, visual design, multimedia. 

Computer support for teamwork. 

Computer music and theatrical skill. 

Social technologies 

11.  Johns Hopkins 

University 

https://www.jhu.e

du 

Language modeling. 

Natural language processing. 

Neural treatment. 

Acoustic processing. 

The theory of optimization. 

Language Entry 

Hence it is clear that, although the educational programs of some universities are named dif-

ferently, but in terms of their content, they refer to computer linguistics. 

 

4. Purpose and description of the master's degree program 

The master's educational program "Computer linguistics" has 3 directions: "Linguistics", 

"Speech technologies", "Text technologies" (Text processing). 

Bachelors-philologists and bachelors-psychologists enter the direction of "Linguistics". 

Graduate students with a philological education are necessary for the training of specialists in 

the engineering of knowledge in the field of linguistics, without the need to study the mathematical 

foundations of computer science and programming. They will study the methods of composing the 

thesauri for certain subject areas, mark-up languages for audio and text records for creating text and 

audio corpora, language models for speech technologies. 

 

In the direction "Speech technologies" and "Text technologies" 

 Graduate students who graduated from the bachelor's degree in computer science will be 

trained in two parallel trajectories: speech technologies and word processing technologies, which 

will provide mathematical and the basis and methods for creating these technologies. 

Preparation of masters in the direction of "Linguistics" requires: a deep study of the 

fundamental foundations of linguistics with an emphasis on the methods of creating operational 

formal models of the language system, the adequate complexity of such tasks of natural language 

processing, as recognition and synthesis of speech and text, semantic analysis and understanding of 

text and speech. 

Preparation of masters in the direction of "Speech Technology", requires in-depth study 

Methods of transcription of sounds and speech, Methods of Speech Recognition, Methods of speech 

synthesis, Methods of transcription of sounds and speech, Methods of Speech Recognition ,   

Methods of speech synthesis 

Preparation of masters in the direction of "Text Technology" requires Methods and tools for 

creating text corpora 

Methods and tools for creating audio corpora, Syntax analysis of texts, Morphological 

analysis of texts, Semantic analysis of texts 

It should be noted that any educational program consists of mandatory disciplines (Mandatory 

part) and elective disciplines (Variational part). 

https://www.jhu.edu/
https://www.jhu.edu/


158 
 

1. Mandatory part: History and philosophy of science,  Foreign language (professional), 

Pedagogics, Psychology, Software development technology 

2. Variational part: 

Linguistics: Ontology design tools, Tools for  processing visual data, Tools for  processing audio 

data , Tools creating thesauri, Semantic Search Tools. 

Speech technologies: Methods of transcription of sounds and speech, Methods of Speech 

Recognition, Methods of speech synthesis, Methods of transcription of sounds and speech, Methods 

of Speech Recognition ,   Methods of speech synthesis. 

Text technology: Methods and tools for creating text corpora, Methods and tools for creating audio 

corpora, Syntax analysis of texts, Morphological analysis of texts, Semantic analysis of texts. 

The table below presents the master's educational program "Computer linguistics" 

List of disciplines 

 

Table 2 - Semester 1 

UE Objectif Modules ECTS Lec

tur

es 

TP TL W 

pers. 

Total 

UE1 History and philosophy of science  Methodolo-

gy of mas-

ter's degree 

students 

training 

3 15 15  60 90 

UE2 

Foreign language (professional) 

3  30  60 90 

UE3 
Statistical methods in Natural 

Language Processing 

Methods of 

natural lan-

guage pro-

cessing  

5 15 30  90 135 

UE4 
Mathematical Foundations of 

Computational Linguistics 
5 15 30  90 135 

 course by choice 1*        

UE5 Tools for creating text corpora Tools for the 

creation of 

language 

corpora 

5 15 30  90 135 

UE6 Tools for creating audio corpora 5 15 30  90 135 

UE7  1.1 Programming in  Рython Languages 

for symbol 

processing 

5 15 30  90 135 

UE8 1.2 Programming in Prolog 5 15 30  90 135 

UE9 
1.3 Methods of digital processing 

of speech signals 

Digital Sig-

nal Pro-

cessing 

5 15 30  90 135 

UE10 
1.4 Software for processing 

speech signals 
5 15 30  90 135 

UE11 
Scientific-research work of grad-

uate  students (master) 

 
4     120 

*-  the student has the right to choose two of the 4 courses. Each course is 5ECTS (135 hours) 

Conventions: 

TP: Practical work 

TL: Laboratory work  

Pers. work:  Independent work (libraries, at home, in practice, etc.)  
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ECTS: European credit transfer system 

 

Table 3. - Semester 2 UE (2 semester = 30 ECTS) 

UE Objectives Modules ECTS 

Lec

ture

s 

TP TL 
Pers. 

work 
Total 

UE1

2 

Pedagogics Methodolog

y of master's 

degree 

students 

training 

3 15 15  60 90 

UE1

3 

Psychology 
3 15 15  60 90 

UE1

4 

Software development technology  
3 15 15  60 90 

 Course by choice 2**        

UE1

5 
Ontology design tools 

Tools for 

processing 

natural lan-

guages 

5 15 30  90 135 

UE1

6 
Tools for  processing visual data 5 15 30  90 135 

UE1

7 
Tools for  processing audio data  3 15 15  60 90 

UE1

8 
Syntax analysis of texts   

Text  

understand-

ing 

5 15 30  90 135 

UE1

9 
Morphological analysis of texts 5 15 30  90 135 

UE2

0 
Semantic analysis of texts 3 15 15  60 90 

UE2

1 

Methods of transcription of sounds 

and speech 

Speech  

recognition 

5 15 30  90 135 

UE2

2 
Methods of Speech Recognition 5 15 30  90 135 

UE2

3 
Methods of speech synthesis 3 15 15  60 90 

UE2

4 

Scientific-research work of gradu-

ate  students (including scientific 

internships)  

 8     240 

** - the student has the right to choose three out of 6 courses. Each course - 3 credits (90 

hours) or 5 credits (135 hours) 

 

Table 4. - Semester 3 UE (3 semester = 30 ECTS) 

UE Objectives Modules ECTS 
Lect

ures 
TP TL 

Pers. 

work 
Total 

UE25 Specialized linguistic databases Big Data  5 15 30  90 135 
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UE26 
Data Mining 

processing 

and storing 
4 15 30  90 135 

 course by choice3***        

UE27 Tools creating thesauri Search 

Tools 

5 15 30  90 135 

UE28 Semantic Search Tools 5 15 30  90 135 

UE29 
Sentiment analysis of natural lan-

guage texts Creating of 

text corpus 

5 15 30  90 135 

UE30 
Method for processing of  text 

corpora  
5 15 30  90 135 

UE31 
Synthesis of speech analysis of 

natural language Creating of 

audio corpus 

5 15 30  90 135 

UE32 
Methods for processing of audio 

corpora 
5 15 30  90 135 

UE33 
Scientific-research work of 

graduate  students 
 8     240 

UE34 Teaching practice  3     90 

***- the student has the right to choose two of the 4 courses. Each course - 5 credits (135 

hours) 

Table 5. - Semester4 UE (4semester = 30 ECTS) 

UE Objectives Modules ECTS 

Lec

ture

s 

TP TL 

Per

s. 

wor

k 

Total 

UE35 
Scientific-research work of graduate  

students 
 8     240 

UE36 Research internship  12     360 

UE37 Complex exam  3     105 

UE38 
Writing and  defense of Master's de-

gree thesis  
 7     315 

 

Conclusion 

Based on the analysis of questionnaires of employers and educational programs, we defined 

competencies, a list of disciplines, an ontological model and the educational program on computer 

linguistics have been built, with three training trajectory. 

This educational program can be used not only in the L.N. Gumilyov ENU, but in other 

universities as well. 
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